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FOREWORD

The ACS SymrostuM Series was founded in 1974 to provide
a medium for publishing symposia quickly in book form. The
tormat of the Series parallels that of the continuing Apvances
v CHEMISTRY SERIES except that in order to save time the
papers are not typeset but are reproduced as they are sub-
mitted by the authors in camera-ready form. As a further
means of saving time, the papers are not edited or reviewed
except by the symposium chairman, who becomes editor of
the book. Papers published in the ACS SymposiuM SERIES
are original contributions not published elsewhere in whole or
major part and include reports of research as well as reviews
since symposia may embrace both types of presentation.
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DEDICATION

This work is dedicated to the memory of three men who contributed
to our understanding of fluid properties.

Ping L. Chueh
Shell Development Co.
Houston, TX

Gerald A. Ratcliff
McGill University
Montreal, Quebec, Canada

Thomas M. Reed
University of Florida
Gainesville, FL.

Illness and accident cut short their careers in 1976 and have left us
with their last contribution.
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PREFACE

We had two goals in organizing this conference. The first was to
provide a forum for state-of-the-art reviews of an area of chemical
engineering often referred to as “thermodynamics and physical proper-
ties.” The reviews should represent the work of both the academic re-
searcher and the industrial practitioner. This we thought was both neces-
sary and timely because there were obvious dislocations between the
current needs of the industrial chemical engineer and the research being
done at universities, on the one hand, and the slow acceptance of new
theoretical tools by the industrial people on the other.

Our second objective was, through these reviews and the ensuing
discussion, to develop a collection of research objectives for the next
decade. We asked the session reporters to try to identify the important
research problems that were suggested in the presentations and discus-
sions of the sessions, as well as to set down their thoughts in this regard.
In this way, the major papers in this volume summarize the current state
of research and industrial practice, while the reporter’s summaries pro-
vide a listing of important questions and research areas that need atten-
tion now.

The conference was attended by 135 engineers and scientists from
North America, Europe, Asia and Africa. They represented, in almost
equal numbers, the industrial and academic sectors. Recognized authori-
ties, presently active in physical properties work, were chosen to be
speakers, panel members, session reporters and session chairmen. The
conference was held at the Asilomar Conference Grounds on the Monte-
rey Penninsula of California, the beautiful setting matched by idyllic
weather. We have tried to give an accurate account of the material
presented at the conference sessions, but the printed word cannot reflect
the friendships that were established nor the extent of the academic—
industrial dialogue which was initiated. Similarly, the unusual enthu-
siasm of the conference is not reflected here. Indeed, this enthusiasm was
so great that there were six ad-hoc sessions, continuations of scheduled
sessions and meetings packed into the four sunny afternoons of the
meeting.

Many important areas of work were identified as needing further
attention during the next decade. Several obvious to us (in no special
order) are listed below:

e It was generally agreed that nine out of 10 requests for data by
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design engineers were for vapor-liquid equilbrium or mixture enthalpy
data. Reduction to field-level practice of either data banks or estimating
procedures to supply this information would be very useful.

e Significant progress has been made on the group contribution
methods for estimating phase equilibrium data. Further development of
these procedures is clearly justified.

e Perturbation methods based on theory from physics and chemistry,
electronic computer simulation studies, and careful comparisons with
real fluid behavior are moving quickly toward producing an effective
equation of state for liquids. These efforts are in the hands of the theo-
retician today, but further development and reduction to practice should
be explored.

e Fluid transport properties were not the primary concern at this
conference, but progress was also shown here. Remarkable agreement
between prediction and experiment for viscosities and thermal conduc-
tivities of gaseous mixtures was reported. Clearly, much work needs to
be done, especially for liquids.

¢ Real difficulties remain when attempts are made to predict, to
extrapolate, or even to interpolate data for multicomponent mixtures con-
taining hydrocarbons, alcohols, acids, etc. Such systems were affection-
ately identified as a “Krolikowski mess” at the conference. Multicom-
ponent mixtures of this kind may include more than one liquid and/or
solid phase and with components that “commit chemistry” as well as
physically distribute between the phases are commonly encountered in
industrial practice. The goal for the future is to reduce these problems
from nightmare to headache proportions in industrial applications,
though they may continue to remain an enigma for the theoretician.

e Cries for more experimental data were often heard. Special needs
include high pressure vapor-liquid equilibrium data; data on several
properties for mixtures with very light, volatile components in heavy
hydrocarbon mixtures; ionic solutions; acid gases in hydrocarbons; and
certainly more emphasis on mixtures containing aromatic hydrocarbons.
Data with intrinsic value for design work and accurate enough for dis-
criminating theoretical comparisons should have high priority. Signifi-
cantly, several conferees stated that their primary sources of new experi-
mental data are rapidly shifting to laboratories outside the United States.

An important measure of the success of a conference is its long-term
impact. It remains to be seen whether this conference results in any
permanent interchange of ideas between academic and industrial engi-
neers and whether the ideas expressed influence research in the coming
years.

xii
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Origin of the Acentric Factor

KENNETH S. PITZER
University of California, Berkeley, Calif. 94720

It was a pleasure to accept Dr. Sandler's invitation to open
this conference by reviewing the ideas and general point of view
which led me to propose the acentric factor in 1955. Although I had
followed some of the work in which others have used the acentric
factor, the preparation of this paper provided the incentive to
review these applications more extensively, and I was most pleased
to find that so much has been done. I want to acknowledge at once
my debt to John Prausnitz for suggestions in this review of recent
work as well as in many discussions through the years.

Beginning in 1937, I had been very much interested in the
thermodynamic properties of various hydrocarbon molecules and hence
of those substances in the ideal gas state. This arose out of work
with Kemp in 1936 on the entropy of ethane (1) which led to the
determination of the potential barrier restricting internal rotation.
With the concept of restricted internal rotation and some advances
in the pertinent statistical mechanics it became possible to calcu-
late rather accurately the entropies of various light hydrocarbons
(2). Fred Rossini and I collaborated in bringing together his heat
of formation data and my entropy and enthalpy values to provide a
complete coverage of the thermodynamics of these hydrocarbons in
the ideal gas state (3). As an aside I cite the recent paper of
Scott (4) who presents the best current results on this topic.

But real industrial processes often involve liquids or gases at
high pressures rather than ideal gases. Hence it was a logical
extension of this work on the ideal gases to seek methods of obtaining
the differences in properties of real fluids from the respective ideal
gases without extensive experimental studies of each substance.

My first step in this direction came in 1939 when I was able to
provide a rigorous theory of corresponding states (5) on the basis of
intermolecular forces for the restricted group of substances, argon,
kryptron, xenon, and in good approximation also methane. This
pattern of behavior came to be called that of a simple fluid. It is
the reference pattern from which the acentric factor measures the
departure. Possibly we should recall the key ideas. The
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2 PHASE EQUILIBRIA AND FLUID PROPERTIES IN CHEMICAL INDUSTRY

intermolecular potential must be given by a universal function with
scale factors of energy and distance for each substance. By then it
was well-known that the dominant attractive force followed an
inverse sixth-power potential for all of these substances. Also the
repulsive forces were known to be very sudden. Thus the inverse
sixth power term will dominate the shape of the potential curve at
longer distances. Even without detailed theoretical reasons for
exact similarity of shorter-range terms, one could expect that a
universal function might be a good approximation. In addition one
assumed spherical symmetry (approximate for methane), the validity
of classical statistical mechanics, and that the total energy was
determined entirely by the various intermolecular distances.

I should recall that it was not feasible in 1939 to calculate
the actual equation of state from this model. One could only show
that it yielded corresponding states, i.e., a universal equation of
state in terms of the reduced variables of temperature, volume, and
pressure.

_One could postulate other models which would yield a corres-
ponding-states behavior but different from that of the simple fluid.
However, most such molecular models were special and did not yield
a single family of equations. Rowlinson (6) found a somewhat more
general case; he showed that for certain types of angularly depen-
dent attractive forces the net effect was a temperature dependent
change in the repulsive term. From this a single family of func-
tions arose.

I had observed empirically, however, that the family relation-
ship of equations of state was much broader even than would follow
from Rowlinson's model. It included globular and effectively
spherical molecules such as tetramethylmethane (neopentane), where
no appreciable angular dependence was expected for the intermole-
cular potential, and for elongated molecules such as carbon dioxide
the angular dependence of the repulsive forces seemed likely to be
at least as important as that of the attractive forces. Thus the
core model of Kihara (7) appealed to me; he assumed that the Lennard-
Jones 6-12 potential applied to the shortest distance between cores
instead of the distance between molecular centers. He was able to
calculate the second virial coefficient for various shapes of core.
And I was able to show that one obtained in good approximation a
single family of reduced second virial coefficient functions
for cores of all reasonable shapes. By a single family I mean that
one additional parameter sufficed to define the equation for any
particular case. While this did not prove that all of the complete
equations of state would fall into a single family, it gave me enough
encouragement to go ahead with the numerical work--or more accurately
to persuade several students to undertake the numerical work.

Let me emphasize the importance of fitting globular molecules
into the system. If these molecules are assumed to be spherical in
good approximation, they are easy to treat theoretically. Why aren't
they simple fluids? Many theoretical papers ignore this question.
In fluid properties neopentane departs from the simple fluid pattern
much more than propane and almost as much as n-butane. But propane
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1. rrrzER Origin of the Acentric Factor 3

is much less spherical than neopentane. The explanation lies in the
narrower attractive potential well. The inverse-sixth-power attrac-
tive potential now operates between each part of the molecule rather
than between molecular centers. Thus the attractive term is steeper
than inverse sixth power in terms of the distance between molecular
centers. This is shown in Figure 1, taken from my paper (8) in 1955.
We need not bother with the differences between the models yielding
the dotted and dashed curves for the globular molecule. The impor-
tant feature is the narrowness of the potential well for either of
these curves as compared to the solid curve for the molecules of a
simple fluid.

It was easy to show that the intermolecular potential curves for
spherical molecules would yield a single family of reduced equations
of state. If one takes the Kihara model with spherical cores, then
the relative core size can be taken as the third parameter in addi-
tion to the energy and distance scale factors in the theoretical
equation of state.

With an adequate understanding of globular molecule behavior, I
then showed as far as was feasible that the properties of other non-
polar or weakly polar molecules would fall into the same family. It
was practical at that time only to consider the second virial coeffi-
cent. The Kihara model was used for nonpolar molecules of all shapes
while Rowlinson's work provided the basis for discussion of polar
molecules. Figure 2 shows the reduced second virial coefficient for
several cases. Curves labeled a/p, refer to spherical-core molecules
with a indicating the core size, correspondingly 2/p, indicates a
linear molecule of czre length &, while y refers to a dipolar
molecule with y = u /EO r, where u is the dipole moment. The
non-polar potential is

[<—°)12 <p°)6] (1)

where p 1is the shortest distance between cores. For the polar
molecules I omitted the core, thus p = r.

While the curves in Figure 2 appear to fall into a single family,
this is investigated more rigorously in Figure 3 where the reduced
second virial coefficient at one reduced temperature is compared with
the same quantity at another temperature. Tp 1s the Boyle tempera-—
ture which is a convenient reference temperature for second virial
coefficients. One sees that the non-polar core molecules fall
accurately on a single curve (indeed a straight line). While the
polar molecules deviate, the difference is only 1% at y = 0.7 which
I took as a reasonable standard of accuracy at that time. For compari-
son the y values of chloroform, ethylchloride, and ammonia are 0.04,
0.16, and 4, respectively. Thus the first two fall well below the 0.7
value for agreement of polar with non-polar effects while ammonia is
beyond that value.

The next question was the choice of the experimental basis for
the third parameter. The vapor pressure is the property most sensi-
tive to this third parameter; also it is one of the properties most
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4 PHASE EQUILIBRIA AND FLUID PROPERTIES IN CHEMICAL INDUSTRY
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Figure 1. Intermolecular potential for molecules of a simple
fluid, solid line; and for globular molecules such as C(CHj),,
dashed lines

T/ T

Figure 2. Reduced second virial coefficients for several models: solid curve, simple fluid;
curves labeled by a/p., spherical cores of radius a; curves labeled by 1/p., linear cores
of length ); curves labeled by y, molecules with dipoles
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Figure 3. Check on family relationship of curves of Figure 2. Comparison of
deviations from simple fluid at (Tgs/T) = 3.5 with that at (Tg/T) = 2.0
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6 PHASE EQUILIBRIA AND FLUID PROPERTIES IN CHEMICAL INDUSTRY

widely measured at least near the normal boiling point. Thus both
the availability of data and the accuracy of the data for the purpose
strongly indicated a vapor pressure criterion. Since the critical
data have to be known for a reduced equation of state, the reduced
vapor pressure near the normal boiling point was an easy choice for
the new parameter. The actual definition

w = -Log P_ - 1.000 (2)

with P, the reduced vapor pressure at Ty = 0.700 seemed convenient,
but the actual determination of w can be made from any vapor pressure
value well-removed from the critical point.

Here I should note the work of Riedel (9) which was substan-
tially simultaneous with mine but whose first paper preceded slightly.
His work was purely empirical, but was excellent and fully comple-
mentary. He chose for his third parameter also the slope of the
vapor pressure curve, but in his case the differential slope at the
critical point. That seemed to me to be less reliable and accurate,
empirically, although equivalent otherwise. Fortunately Riedel and
I chose to emphasize different properties as our respective programs
proceeded; hence the full area was covered more quickly with little
duplication of effort.

Also I needed a name for this new parameter, and that was diffi-
cult. The term "acentric factor' was suggested by some friendly
reviewer, possibly by a referee; I had made a less satisfactory
choice initially. The conceptual basis is indicated in Figure 4.

The intermolecular forces between complex molecules follow a simple
expression in terms of the distances between the various portioms of
the molecule. Since these forces between non-central portions of the
molecules must be considered, the term "acentric factor' seemed
appropriate.

It is assumed that the compressibility factor and other proper-
ties can be expressed in power series in the acentric factor and that
a linear expression will usually suffice.

Vo, 0 (D

RT = w2z + ...
0 = Z(O)(Tr’Pr)
L z(l)(Tr’Pr)

The preference of P, over Vy as the second independent variable is
purely empirical; the critical pressure is much more accurately
measurable than the critical volume.

The empirical effectiveness of this system was first tested
with volumetric data as shown on Figure 5. Here pv/RT at a particular
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Figure 4. Intermolecular forces operate
between the centers of regions of sub-
stantial electron density. These centers
are the molecular centers for Ar and
(approximately) for CH,, but are best
approximated by the separate CH; and
CH, groups in C;Hy—hence the name
acentric factor for the forces arising from
points other than molecular centers.

Figure 5. Compressibility factor as a
function of acentric factor for reduced
pressure 1.6 and reduced temperature
shown for each line. Where several sub-
stances have approximately the same
acentric factor, the individual points are
indistinguishable except for n-C;Hjys
(®)and H,0 (O).

In Phase Equilibria and Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



8 PHASE EQUILIBRIA AND FLUID PROPERTIES IN CHEMICAL INDUSTRY

reduced temperature and pressure is plotted against w. The most
important result appears only by implication; the results for C(CH4)4,
n-C4H1g, CeHg, and CO2 are so nearly equal that they appear as single
points on these plots. Here we have four widely different shapes of
molecules which happen to have about the same acentric factor, and
they follow corresponding states accurately among themselves.

Also to be noted from Figure 5 is the fact that the highly polar
molecules NHj and Hp0 depart from the system. Furthermore the depen-
dence on w is linear except for the critical region.

My immediate research group used graphical methods in dealing
with the experimental data and reported all of our results in numeri-
cal tables (;Q). At that time the best analytical equation of state
was that of Benedict, Webb and Rubin (11) which employed eight para-
meters and still failed to fit volumetric data within experimental
accuracy. Bruce Sage suggested fitting this equation to the data
for the normal paraffins both directly for each substance and within
the acentric factor system. This work (12) was done primarily by
J. B. Opfell at Cal Tech. The results showed that the acentric
factor system was a great advance over the simple postulate of
corresponding states, but the final agreement was inferior to that
obtained by graphical and numerical methods.

Thus we continued with numerical methods for the fugacity,
entropy, and enthalpy functions (13), although we did present an
empirical equation for the second virial coefficient (14). This
work was done by Bob Curl; he did an excellent job but found the
almost interminable graphical work very tiresome. Thus I was
pleased that the British Institution of Mechanical Engineers
included Curl in the award of their Clayton Prize for this work. A
fifth paper with Hultgren (15) treated mixtures on a pseudocritical
basis, and a sixth with Danon (16) related Kihara core sizes to the
acentric factor.

Naturally, I am very pleased to note that others have extended
the accuracy and range of our tables and equations with considera-
tion of more recent experimental results. Of particularly broad
importance is the 1975 paper by Lee and Kessler (17) which presents
both improved tables and analytical equations for all of the major
functions including vapor pressures, volumetric properties, enthalpies,
entropies, fugacities, and heat capacities. Their equation is an
extension of that of Benedict, Webb, and Rubin now containing twelve
parameters. They considered more recent experimental data as well
as a number of papers which had already extended my earlier work in
particular areas. I refer to their bibliography (17) for most of
this more detailed work, but I do want to note the improved equation
of Tsonopoulos (lg) for the second virial coefficient. This equation
deals also with effects of electrical polarity.

In addition to references cited by Lee and Kessler there is the
work Lyckman, Eckert, and Prausnitz (19) dealing with liquid volumes;
they found it necessary to use a quadratic expression in w. Also
Barner and Quinlan (20) treated mixtures at high temperatures and
pressures, and Chueh and Prausnitz (21) treated the compressibility
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1. prrzer Origin of the Acentric Factor 9

of liquids. Reid and Sherwood (22) give an extensive table including
acentric factors as well as critical constants for many substances.

On the theoretical side, one great advance has been in the
development of perturbation theories of a generalized van der Waals
type. Here one assumes that the molecular distribution is deter-
mined primarily by repulsive forces which can be approximated by
hard cores. Then both the softness of the cores and the atractive
forces are treated by perturbation methods. Barker and Henderson
(23) have recently reviewed theoretical advances including their own
outstanding work. Rigby (24) applied these modern Van der Waals'
methods to non-spherical molecules which represent one type of
molecules with non-zero acentric factors. In a somewhat similar
manner Beret and Prausnitz (25) developed equations applicable even
to high polymers and related the initial departures from simple
fluids to the acentric factor.

But in my view the most effective approach would concentrate
first on globular molecules. These could be modeled by Kihara poten-
tials with spherical cores or by other potentials allowing the well
to be narrowed. The great advantage would be the retention of spher-
ical symmetry and its theoretical simplicity. Rogers and Prausnitz
(26) made an important beginning in this area with calculations based
on Kihara models appropriate for argon, methane, and neopentane with
excellent agreement for the properties studied. While they do not
discuss these results in terms of the acentric factor, the trans-
formation of spherical core radius to acentric factor is well
established (16, 27), Rogers and Prausnitz were also able to treat
mixtures very successfully although those calculations were burden-
some even with modern computers. I believe further theoretical work
using spherical models for globular molecules would be fruitful.

The move to an analytical equation by Lee and Kessler was
undoubtedly a wise one in view of the marvelous capacity of modern
computers to deal with complex equations. I would expect future work
to yield still better equations.

There remains the question of the ultimate accuracy of the
acentric factor concept. How accurately do molecules of different
shapes but with the same acentric factor really follow corresponding
states? Apparently this accuracy is within experimental error for
most, if not all, present data. Thus the acentric factor system
certainly meets engineering needs, and it is primarily a matter of
scientific curiosity whether deviations are presently measurable.

It has been a pleasure to review these aspects of the "acentric
factor" with you and I look forward to your discussion of recent
advances in these and other areas.
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State-of-the-Art Review of Phase Equilibria

J. M. PRAUSNITZ
University of California, Berkeley, Calif. 94720

I welcome the opportunity to discuss the state of the art for
calculating phase equilibria in chemical engineering first, because
I consider it a high honor to have been chosen for this important
assigmment and second, because it may give me a chance to influence
the direction of future research in this field. When I mentioned
these two reasons to one of my more candid coworkers, he said '"What
you really mean is, that you enjoy the opportunity to go on an ego
trip and that you are glad to have an audience which you can subject
to your prejudices."”

While this restatement of my feelings is needlessly unkind, I
must confess that it bears an element of truth. The assignment that
Professor Sandler has given me--to review applied phase equilibrium
in an hour or two--is totally impossible and it follows that in
choosing material for this presentation, I must be highly selective.
Since time is limited, I must omit many items which others, in exer-
cising their judgment, might have included. At the outset, therefore,
I want to apologize to all in the audience who may feel that some
publications, notably their own, have received inadequate attention.

While I have tried to be objective and critical in my selection,
it is human nature to give preference to that work with which one is
most familiar and that, all too often, tends to be one's own.
Nevertheless, I shall try to present as balanced a picture as I can.
After more than 20 years, I have developed a certain point of view
conditioned by my particular experience and I expect that it is
pervasive in what I have to say. However, I want very much to assure
this audience that I present my point of view without dogmatic intent;
it is only a personal statement, a point of departure for what I hope
will be vigorous discussion during the days ahead. My aim in
attending this conference is the same as yours: at the end of the
week I want to be a little wiser than I am now, at the beginning.

11
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Thermodynamics: Not Magic but a Tool

All too often, when I talk with chemical engineers from industry
who have little experience in thermodynamics, I obtain the impression
that they look upon me as a medicine man, a magician who is supposed
to incant obscure formulas and, in effect, produce something out of
nothing. This audience knows better but nevertheless, we must remind
ourselves that thermodynamics is not magic, that it is only a useful
tool for efficient organization of knowledge. Thermodynamics alone
never tells us the value of a desired equilibrium property; instead,
it tells us how the desired equilibrium property is related to some
other equilibrium property. Thus thermodynamics provides us with a
time-saving bookkeeping system: we do not have to measure all the
equilibrium properties; we measure only some and then we can calcu-
late others. Thus, from an engineer's point of view, the main advan-
tage of thermodynamics is that it reduces experimental effort: e.g.,
if we know how the Gibbs energy of mixing varies with temperature,
we need not measure the enthalpy of mixing since we can calculate it
using the Gibbs-Helmholtz equation, or, in a binary system, if we
know how the activity coefficient of one component varies with compo-
sition, we can use the Gibbs-Duhem equation to calculate the other.
We must keep reminding ourselves and others as to just what thermo-
dynamics can and cannot do. False expectations often lead to costly
disappointments.

While the limitations of classical thermodynamics are clear
enough, the potentially vast possibilities opened by statistical
thermodynamics are still far from realized. Just what modern
physics can do for us will be discussed later in the week; for now,

I just want to say that even at this early stage, simple molecular
ideas can do much to stretch the range of application of thermo-
dynamics. When thermodynamics is coupled with the molecular theory
of matter, we can construct useful models; while these only roughly
approximate true molecular behavior, they nevertheless enable us to
interpolate and extrapolate with some confidence, thereby reducing
further the experimental effort required for reliable results. When
my nontechnical friends ask me what I, a molecular thermodynamicist
do, I answer with a naive but essentially accurate analogy: I am a
greedy tax collector. From the smallest possible capital, I try to
extract the largest possible revenue.

Keeping in mind that thermodynamics is no more than an effici-
ent tool for organizing knowledge toward useful ends, I find that,
for phase~equalibrium work, thermodynamics provides us with two
procedures, as shown in Figure 1. Our aim is to calculate fugacities
and we can do so either using method (a), based entirely on an equa-
tion of state applicable to both phases a and B, or using method
(b), which uses an equation of state only for calculating the vapor-
phase fugacity and a completely different method, expressed by the
activity coefficient, for calculating condensed-phase fugacities.

I now want to examine these two methods because they are the ones
which have been used in essentially all applied phase-equilibrium work.
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Figure 1. Two thermodynamic methods for calculation of fluid-phase equilibria
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Figure 2. Brief comparison of methods (a) and (b)
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When encountering a particular phase-equilibrium problem, the very
first decision is to decide which of these methods is most suitable
for the particular problem. It is therefore important to review the
relative advantages and disadvantages of both methods; these are
summarized in Figure 2.

The state of the art today is such that for mixtures of simple,
or what Pitzer has called '"normal" fluids, we can often calculate
vapor-liquid equilibria, even at high pressures, with good success
using some empirical equation of state. However, for mixtures
including one or more strongly polar or hydrogen-bonding component,
we must resort to the use of activity coefficients and standard-
state fugacities.

As indicated in Figure 2, an equation of state for all fluid
phases has many advantages because one very troublesome feature,
viz. specifying a standard state, is avoided. This feature is
troublesome because we frequently are concerned with multicomponent
mixtures where at least one component is supercritical. In that
event, the choice of a properly defined activity coefficient and
standard state introduces formal difficulties which are often
mathematically inconvenient and, for practical implementation,
require parameters from experimental data that are only rarely
available.

For liquid-phase mixtures, polar or nonpolar, including polymers
and electrolytes, at low or moderate pressures, the activity coeffi-
cient provides the most convenient tool we have but our fundamental
knowledge about it is sparse. Thermodynamics gives us little help;
we have three well-known relations: first, the Gibbs~-Duhem equation
which relates the activity coefficient of one component in a solu-
tion to those of the others, second, the Gibbs-Helmholtz equation
which relates the effect of temperature on the activity coefficient
to the enthalpy of mixing and finally,'an equation which relates the
partial molar volume to the effect of pressure on the activity
coefficient. These illustrate what I said earlier, viz. that
classical thermodynamics is little more than an efficient organiza-
tion of knowledge, relating some equilibrium properties to others,
thereby reducing experimental work. But the practical applications
of these classical thermodynamic relations for activity coefficients
are limited, in contrast to the more powerful thermodynamic rela-
tions which enable us to calculate fugacities using only volumetric
properties. From a strictly thermodynamic point of view, using an
equation of state is more efficient than using activity coefficients.
If we have an equation of state applicable to all phases of interest,
we can calculate not only the fugacities from volumetric data but
also all the other configurational properties such as the enthalpy,
entropy and volume change on mixing.

Our inability to use equations of state for many practical
situations follows from our inadequate understanding of fluid struc-
ture and intermolecular forces. Only for simple situations do we
have theoretical information on structure and forces for establishing
an equation of state with a theoretical basis and only for the more

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



16 PHASE EQUILIBRIA AND FLUID PROPERTIES IN CHEMICAL INDUSTRY

common fluids do we have sufficient experimental information to
establish reliable empirical equations of state. Thanks to corres-
ponding states, we can extend the available empirical basis to a
much wider class of fluids but again, we are limited here because
corresponding states cannot easily be extended to polar or hydrogen-
bonding materials. Our biggest bottleneck is that we have not been
able to establish a useful statistical mechanical treatment for

such fluids nor even to characterize the intermolecular forces
between their molecules. At liquid-like densities, the dipole
moment is not good enough and the strength of a hydrogen bond depends
not only on particular conditions like density and temperature but,
what is worse, also on the method used to measure it. Later in the
week, when we discuss the contribution of theory, we shall hopefully
return to some of these problems.

Equations of State for Both Fluid Phases

Let us now see what kind of practical phase-equilibrium pro-
blems we can handle using nothing beyond one of the many currently
available equations of state. For relatively simple mixtures, e.g.,
those found in processing of natural gas and light petroleum frac-
tions, we do well with one of the many modifications of the Benedict-
Webb-Rubin equation; in its original version, this equation had
eight constants for each fluid but in later versions this number had
increased, sometimes considerably so. To illustrate, Figure 3 shows
calculated and observed K factors for methane in heptane at two
temperatures. In these calculations, Orye (1) followed the usual
procedure; he assumed a one-fluid theory, i.e., he assumed that the
equation of state of the mixture is the same as that of a pure
fluid except that the characteristic constants depend on composition
according to some more or less arbitrary relations known as mixing
rules. Experience has repeatedly shown that at least one of these
mixing rules must contain an adjustable binary constant; in this
case, that constant is Mij which was found by fitting to the binary
data. TUnfortunately, the calculated results are often highly sensi-
tive to the mixing rules and to the value of the adjustable para-
meter. In this case Orye found what many others have also found,
viz., that the adjustable binary parameter is more-or-less invariant
with density and composition but often depends on temperature.
Another example, also from Orye, is given in Figure 4 for the system
methane-carbon dioxide at -65°F. The continuous line through the
diamonds is not calculated but connects the experimental points of
Donnelly and Katz; the calculated lines are dashed and the circles
and triangles indicate particular calculations, not data. First we
note that the value of Mij has a strong effect, especially on the
liquidus curve; a ten percent change in Mij produces a large error
in the bubble pressure. When M;. is adjusted empirically to 1.8,
much better results are achieved”but note that Orye reports no calcu-
lations in the critical region. There are two good reasons for this:
first, all classical analytical equations tend to be poor in the
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Figure 4. Methane—carbon dioxide (Orye, 1969). Temp., —65°F; ¢ Donnelly
and Katz (1954); O modified BWR equation, M; = 1.8; A modified BWR
equation, original mixing rule, M;; = 2.0.
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critical region and second, computational problems are often severe
because convergence is hard to achieve.

A similar situation is shown in Figure 5, taken from Starling
and Han (2), who used on ll-constant version of the BWR equation.
Again, note that an adjustable binary constant kj; is required.
Also, note that, contrary to usual practice, the iines represent
experiment and the points represent calculations, suggesting problems
in the critical region.

It is evident that the more constants in an equation of state,
the more flexibility in fitting experimental data but it is also
clear that to obtain more constants, one requires more experimental
information. For example, a twenty-constant equation of state,
essentially an extension of the BWR equation, was proposed by Bender
(3) who applied it to oxygen, argon, nitrogen, and a few light hydro-
carbons. For these fluids, Bender is able to obtain a highly
accurate representation of experimental data over a wide density
range. To illustrate one unusually fine feature of Bender's equa-
tion, Figure 6 shows the residual heat capacity of propylene for
several temperatures near the critical temperature, 365 K. This is
a very sensitive test and Bender's equation does a remarkable job.
Bender has also applied his equation to mixtures of argon, nitrogen,
and oxygen, useful for design of air-separation plants. For each
binary mixture, Bender requires 3 binary parameters. With all these
constants and a large computer program, Bender can calculate not
only accurate vapor-liquid equilibria but also heats of mixing as
shown in Figure 7. The heats of mixing here are very small and
agreement between calculation and experiment is extraordinary.

However, it is clear that calculations of this sort are
restricted to those few systems where the molecules are simple and
small, where we have no significant polarity, hydrogen bonding or
other specific "chemical forces" and, unfortunately, to those cases
where we have large quantities of experimental data for both pure
fluids and for binary mixtures. In the process industries we
rarely meet all these necessary conditions.

If our accuracy requirements are not extremely large, we can
often obtain good approximations using calculations based on a
simple equation of state, similar in principle to the Van der Waals
equation. The simplest successful variation of Van der Waals'
equation is that by Redlich and Kwong, proposed in 1949, That
equation, in turn, is to applied thermodynamics what Helen of Troy
has been to literature; you recall that it was the beautiful Helen
who inspired the line "...the face that launched a thousand ships."
Ten years ago the Beatles turned on an entire generation of teenagers
and inspired countless variations and extensions; similarly, starting
about ten years ago, the Redlich-Kwong equation initiated an epoch
of imitation unequalled in the history of applied thermodynamics.
The number of modified RK equations is probably close to a hundred
by now and, since I am amongst friends, I must confess to having
constructed a few myself. A few years ago, there was an article in
Chemical Engineering Science devoted exclusively to variations on
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the RK equation but it is now hopelessly out of date and even then,
between the time the paper was written and the time it was published,
seven new variations had appeared. (I get much of this information
directly from Otto Redlich, who keeps a close eye on 'children" of

his 1949 article. Incidentally, I am happy to report that Otto,

aged 80, is well, active and very pleased about the recent publica-
tion of his thermodynamics book by Elsevier. Whenever Otto has a need
to feel young again, he talks with the incredible Joel Hildebrand who,
at 95, is hale, hearty, in good humor and busy writing a monograph on
transport properties in liquids.)

Perhaps the most successful variation on the RK equation is that
proposed by Soave (4) who expresses the RK constant a by an empirical
function of reduced temperature and acentric factor. This empirical
function was determined from vapor-pressure data for paraffins and
therefore, when Soave's equation is used with reasonable mixing rules
and one adjustable binary parameter, it gives good K factors for
typical light-hydrogen mixtures; however, it predicts poor liquid
densities. This illustrates a point known to all workers in the
equation-of-state field; it is not difficult to represent any one
thermodynamic property but it is difficult, with one equation of
state, to represent them all.

A comparatively recent variation on the RK equation was proposed
by Peng and Robinson (5); it is similar to Soave's equation but
appears to have better behavior in the critical region; an example
is given in Figure 8 for the isobutane-carbon dioxide system. In
this case the critical region is predicted well and the adjustable
bingry parameter is independent of temperature in the region 100 to
220°F.

Calculating phase equilibria from volumetric data does not
necessarily require an analytical equation of state. The volumetric
data can be stored in tabular or analytical form for an arbitrarily-
chosen reference substance and then, using corresponding states,
these data can be used to predict properties of other fluids,
including mixtures. This procedure, often called the pseudo-critical
method or, in a more elegant form, the theory of conformal solutions,
has been applied by numerous authors. Here time permits me to call
attention to only one example, a particularly useful one, initiated
by Rowlinson and Mollerup and extensively developed by Mollerup in
recent years (6). Using Goodwin's excellent experimental data for
methane as a reference, Mollerup calculates with high accuracy
thermodynamic properties of mixtures encountered in the natural-gas
industry. To do so, he uses the old Van der Waals mixing rules but
he pays very close attention to the all-important binary constants.
Figure 9 shows excellent agreement between calculated and experi-
mental results for the system methane-ethane from 130 to 200°K,
using only one temperature-independent binary constant. Even more
impressive is the excellent representation for carbon monoxide-
methane shown in Figure 10 where the critical region is reproduced
almost within experimental error. Finally, Figure 11 shows that
the corresponding-states method also gives excellent enthalpies of
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mixing for gaseous mixtures at high pressures, correctly repro-
ducing the observed maxima when the excess enthalpy is plotted
against pressure.

These few illustrations should be sufficient to outline our
present position with respect to phase equilibrium calculations
using an equation of state for both phases. I have earlier pointed
out some of the advantages of this type of calculation but I want
now to add one more: if we can construct an equation of state
applicable to normal fluids and their binary mixtures, then we need
not worry about how to calculate equilibria in ternary (or higher)
mixtures. For mixtures of normal fluids, pure-component parameters
and binary parameters are almost always sufficient for calculating
equilibria in multicomponent mixtures. For multicomponent mixtures
of normal fluids, the one-fluid theory is usually satisfactory using
only pure-component and binary constants. This happy fact is of
tremendous importance in chemical technology where multicomponent
mixtures are much more common than binaries. Predicting multi-
component equilibria using only pure-component and binary data is
perhaps one of the greatest triumphs of applied thermodynamics.

Having praised the uses of equations of state, I must also
point out their contemporary limitations which follow from our
inability to write sensible equations of state for molecules that
are very large or very polar, or both. That is where the frontier
lies. I see little point in pursuing further the obsession of modi-
fying the Redlich-Kwong equation. We must introduce some new
physics into our basic notions of how to construct an equation of
state and there we must rely on suggestions supplied by theoretical
physicists and chemists. Unfortunately most of these are "argon
people' although, I am happy to say, in the last few years a few
brave theorists have started to tackle nitrogen. Some computer-type
theorists have spent a lot of time on water and on proteins but
these highly complicated studies are still far removed from engi-
neering applications. Nevertheless, there are some new theoretical
ideas which could be used in formulating new equations of state
suitable for those fluids that cannot now be described by the usual
equations of state. Not this morning, but perhaps later in this
conference, I hope to have an opportunity to say a few words about
that.

Vapor-Phase Fugacity Coefficients

I now turn to what I have earlier called Method (b), that is,
fugacity coefficients for the vapor phase only and activity coeffi-
cients for all condensed phases. Method (b) is used whenever we deal
with mixtures containing molecules that are large or polar or hydro-
gen-bonded or else when all components are subcritical and the
pressure is low.

At modest vapor densities, our most useful tool for vapor-phase
fugacity coefficients is the virial equation of state truncated after
the second term. For real fluids, much is known about second virial
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coefficients; little is known about third virial coefficients and
nearly nothing is known about higher virial coefficients. Therefore,
application is limited to moderate densities, typically densities up
to about 1/2 the critical. There are two major advantages of the
theoretically-derived virial equation: first, the virial coefficients
can be quantitatively related to the intermolecular forces and second,
extension to mixtures requires no additional assumptions. For engi-
neering, the first advantage is important because it enables us to
interpret, correlate and meaningfully extrapolate limited virial-
coefficient data, and the second is important because we do not have
to guess at arbitrary mixing rules for expressing the composition
dependence of the virial coefficients.

Any standard thermodynamics text tells us how to calculate
fugacity coefficients from the virial equation of state. The most
important problem is to estimate the virial coefficients and here
we can utilize an extended form of corresponding states, illustrated
by the correlation of Tsonopoulos (7) shown in Figure 12, The first
term on the right holds for simple fluids; the second term corrects
for acentricity and the third term corrects for polarity and hydrogen
bonding. The constants a and b cannot be completely generalized
but good estimates are often possible by observing trends within
chemical families. Figure 13 shows results for constant a plotted
against a dimensionless dipole moment; since polarity increases
attractive forces, we find, as shown, that constant a becomes more
negative as the reduced dipole moment rises, giving a more negative
second virial coefficient.

Figure 14 gives some results for constant b for alcohols,
again plotted against reduced dipole moment. Note that the position
of the OH radical has a noticeable effect. For these fluids con-
stant a is slightly positive because the hydrogen-bonding nature
expressed by constant b dominates, especially at lower temperatures.

To estimate cross virial coefficients Bjg, one must make some
assumptions about the intermolecular forces between molecules 1 and
2 and then suitably average the molecular parameters appearing in
the correlation. Only for simple cases can any general rules be
used; whenever we have polar components, we must look carefully at
the molecular structure and use judgment which, ultimately, is based
on experience.

The virial equation is useful for many cases but, when there is
strong association in the vapor phase, the theoretical basis of the
virial equation is not valid and we must resort to what is commonly
called a "chemical treatment'", utilizing a chemical equilibrium
constant for dimerization., Dimerization in the vapor phase is
especially important for organic acids and even at low pressures, the
vapor-phase fugacity coefficients of mixtures containing one (or
more) organic acid are significantly removed from unity.

Figure 15 shows some results based on the correlation of Hayden and
0'Connell (8) calculated by Tom Anderson for the system propionic acid-~
methyl isobutyl ketone at 1 atm along the vapor-liquid saturation curve.
When the mole fraction of acid is very low, the fugacity coefficients ar
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near unity because dimerization between acid molecules is negligible.
As the mole fraction of acid rises, dimerization becomes increasingly
likely and therefore, on the right side of the diagram, the fugacity
coefficients of both components are well removed from unity even
though the temperature is reasonably high (140C) and the pressure is
only 1 atm.

At high pressures, where the virial equation is no longer useful,
empirical equations must be used to calculate fugacity coefficients.
However, contrary to Method (a), the equation of state now need not
hold for both the vapor phase and the liquid phase; validity in the
vapor phase is sufficient.

To illustrate, I now show some results using an equation devel-
oped by de Santis and Breedveld (9) for gases at high pressures
containing water as one of the components. As indicated in Figure 16,
the equation is like that of Redlich-Kwong except that the attractive-
force constant a 1is divided into a polar and a nonpolar component.
For mixtures of water with nonpolar components, the cross-coefficient
ajp is found from the geometric-mean assumption, but in this assump-
tion only the nonpolar part of constant a for water is used because
the nonaqueous component is nonpolar. Figure 17 shows that the
modified RK equation gives good fugacity coefficients for aqueous
water but this is hardly surprising since the constants a and b
were determined from steam-table data. More gratifying are the
results shown in Figure 18 which show that calculated volumetric
properties at high pressures are in excellent agreement with experi-
ment for gaseous mixtures of water and argon.

The equation of de Santis and Breedveld has recently been applied
by Heidemann to the problem of wet-air oxidation. When vapor-phase
fugacity coefficients are calculated from this equation of state, and
liquid-phase fugacities are calculated from the properties of pure
water corrected for solubility of gases in the water, it is possible
to calculate the saturated water content and other equilibrium prop-
erties of combustion gases. Figure 19 shows the saturated water
content in nitrogen and Figure 20 shows how that water content is
enhanced when COy is present in the gas phase; results are shown
for two molar compositions (dry basis): 20% CO2, 80% N and 13% CO2,
87% No. Especially at moderate temperatures, the pressure of COjp
substantially raises the saturated water content. Figure 21 shows
enthalpy calculations, again based on the equation of state of
de Santis and Breedvelt, useful for designing a wet-air oxidation
process.

In vapor-liquid equilibria according to Method (b), fugacity
coefficients constitute only half the story, usually (but not always!)
the less important half, while in liquid-liquid equilibria fugacity
coefficients play no role at all. We now must turn our attention to
the last and in some respects the most difficult topic, viz., the
activity coefficient.
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Liquid-Phase Activity Coefficients

In principle, everybody knows that an activity coefficient has
no significance unless there is a clear definition of the standard
state to which it refers. 1In practice, however, there is all too
often a tendency to neglect precise specification of the standard
state and in some cases failure to give this exact specification can
lead to serious difficulties. This problem is especially important
when we consider supercritical components or electrolytes in liquid
mixtures and, a little later, I shall have a few comments on that
situation. But for now, let us consider mixtures of typical
nonelectrolyte liquids at a temperature where every component can
exist as a pure liquid. In that event, the standard-state fugacity
is the fugacity of the pure liquid at system temperature and pressure
and that fugacity is determined primarily by the pure liquid's vapor
pressure.

Figure 22 reviews some well-known relations between activity
coefficients and excess functions. All this is strictly classical
thermodynamics and the entire aim here is that of classical thermody-
namics; viz., to organize our knowledge of equilibrium properties in
an efficient way so that, by relating various quantities to one
another, we can minimize the amount of experimental effort required
for engineering design. There are three noteworthy features in
Figure 22:

1. The excess functions used here are in excess of those which
apply to a particular kind of ideal solution viz. that (essentially)
given by Raoult's law. This choice of ideality is arbitrary and for
some situations a different definition of ideal solution may be more
suitable. Further, choosing (essentially) Raoult's law as our defi-
nition of an ideal solution, we are naturally led to the use of mole
fraction x as our choice of composition variable. That is not
necessarily the best choice and there are several cases (notably,
polymer solutions and solutions of electrolytes) where other measures
of composition are much more convenient.

2. Equation (2) can be derived from Equation (1) only if we
use the Gibbs-Duhem equation. Therefore, if we organize our experi-
mental information according to the scheme suggested by Figure 22,
we assure that the final results obey at least a certain degree of
thermodynamic consistency.

3. The excess Gibbs energy gE is a combination of two terms as
shown in Equation (3). When we try to construct models for gE, we
often do so directly but, if we want our model to have physical
significance we should instead make models for hE and sE because
these are the physically significant quantities that can be related
to molecular behavior; gE is only an operational combination of them.
The excess enthalpy is concerned primarily with energetic interac-
tions between molecules while excess entropy is concerned primarily
with the structure of the solution, i.e., the spatial arrangements of
the molecules which leads us to concepts like randomness and segre-
gation. Unfortunately, excess enthalpy and excess entropy are not
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independent of one another (consider the Gibbs-Helmholtz equation)
and therefore, if one builds separate models for these two quantities
one must give attention to their mutual interdependence. But funda-
mentally hE and sE refer to rather different physical phenomena and
historicallg what has happened is that those who have proposed equa-
tions for g" have tended, often subconsciously, to give primary
attention either to h™ or to s~. For example, the well-known Wohl
expansion (10) which dominated phase equilibrium thermodynamics for
20 years, is physically meaningful only for h (rather than gE), and
the equation of Wilson which has been modified by dozens of authors,
was derived as a modification of an equation applicable to sE.
Construction of a rigorous theoretical equation for gE which does
proper justice to both hE and sE, is probably beyond our present
theoretical capabilities. However, much effort has been expended
toward establishing an expression which, while primarily directed at
practical needs, is also at least grounded on some loose theoretical
basis. We must keep reminding ourselves that any presently available
theory for liquid mixtures is severely restricted and, when applied to
real mixtures, it should not be taken too seriously. For all but the
simplest molecules, molecular theory of liquid solutions provides a
valuable guide, useful for interpolation and extrapolation, but it is
not likely in the near future to do much more than that.

Equations for g which emphasize hE and give little attention to
s~ are common and one that is particularly popular is the regular-
solution equation of Hildebrand and Scatchard using solubility para-
meters. With a little empirical modification, the regular solution
equation can be extremely useful for certain kinds of mixtures. An
example, shown in Figure 23, gives a correlation established by Funk
(};) for mixtures containing aromatic hydrocarbons (in particular
benzene or toluene) with saturated hydrocarbons. By introducing the
binary parameter £1,, agreement between calculated and experimental
results is much improved and, as shown here for a limited class of
mixtures, it is possible to correlate 212 with molecular structure.
The parameter 217 is small in absolute value but it has a pronounced
effect, as indicated in Figure 24.

The basic idea of solubility parameter was first described by
Hildebrand about 50 years ago. It was barely known to chemical engi-
neers until about 20 years ago but since then it has been both used
and abused extensively for a variety of purposes, both legitimate and
otherwise, far beyond Joel Hildebrand's wildest dreams. It shows up
in the paint and varnish industry, in metallurgy, physiology, colloid
chemistry and pharmacology and recently I have seen it mutilated in a
magazine article on "scientific" astrology.

Before leaving the solubility parameter, I want to point out one
use which, while not new, has perhaps not received as much attention
as it deserves. I refer to the use of the solubility parameter for
describing the solvent power of a dense gas, with particular reference
to high-pressure gas extraction, certainly not a novel process but one
which is receiving renewed attention in coal liquefaction and in food
processing.
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Using the well-known tables by Pitzer, it is easily possible
to construct a generalized solubility parameter diagram as shown in
Figure 25. 1In this particular case the acentric factor 0.075 is
close to that of ethylene because when this chart was prepared over
ten years ago, application was directed at interpreting solubility
data for naphthalene in ethylene at high pressure. Just to orient
ourselves, when the temperature is around 20°C and the pressure is
about 400 ?tm, the solubility parameter is in the region 5 or 6
(cal/cm3)l 2 only about one or two units lower than that of a liquid
paraffin like hexane. When solubility data in compressed ethylene
are used with the Scatchard-Hildebrand equation to back-out a solu-
bility parameter for liquid naphthalene, we find results shown in
Figure 26. The remarkable features of this figure are first, that
the solubility parameter obtained is in good agreement with what one
would obtain by extrapolating the known solubility parameter of
liquid naphthalene to temperatures below the melting point and second,
that the backed-out solubility parameter is nearly constant with
pressure. This indicates that the Hildebrand regular solution equa-
tion is useful for mixtures of nonpolar fluids regardless of whether
these are liquids or gases, provided only that the density is suffi-
ciently large.

Finally, a useful feature of the solubility parameter is shown
in Figure 27 for nitrogen. Similar diagrams can be constructed for
any fluid; nitrogen is here shown only as an example. Note that the
solubility parameter is strongly sensitive to both pressure and
temperature in the critical region. Highly selective extraction can
therefore be carried out by small changes in temperature and pressure.
Further, such small changes can be exploited for efficient solvent
regeneration in continuous separation processes.

Local Composition to Describe Nonrandomness

For mixtures containing polar_and hydrogen-bonded liquids,
equations for gf which emphasize h™ (rather than sE) tend to be
unsatisfactory because in their basic formulation such equations give
little attention to the difficult problem of nonrandomness. In a
regular solution, the molecules are "color-blind" which means that
they arrange themselves in a manner dictated only by the relative
amounts of the different molecules that are present. It is easily
possible to add a correction which takes into account the effect of
molecular size, as given by the Flory-Huggins expression. (Size
corrections are essential for polymer solutions.) Variations on that
expression [e.g., Staverman or Tompa (12)] can also account, in part,
for differences in molecular shape. But, for strongly interacting
molecules, regardless of size and shape, there are large deviations
from random mixing; such molecules are far from ''color-blind" because
their choice of neighbors is heavily influenced by differences in
intermolecular forces. An intuitive idea toward describing this
influence was introduced by Wilson with his notion of local compo-
sition, shown schematically in Figure 28 (13). Viewed microscopically,
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a solution is not homogeneous because molecules have definite prefer-
ences in choosing their immediate environment, leading to very small
regions, sometimes called domains, which differ in composition. There
is no obvious way to relate local composition to overall (stoichio-
metric) composition but the use of Boltzmann factors provides us with
one reasonable method for doing so. In the last ten years, Wilson's
equation for gP has enjoyed much popularity and, for certain mixtures,
notably alcohol-hydrocarbon solutions, it is remarkably good.
Unfortunately, it has one major flaw: it is not applicable to par-
tially miscible mixtures and, as a result, there has been a flurry of
activity to extend and modify Wilson's equation; new modifications
appear almost monthly. Time does not permit me to discuss any of
these modifications but I want to point out an important development
which only recently has become increasingly evident. In many cases
the choice of model for gE is not as important as the method chosen
for data reduction; that is, the procedure used to obtain model para-
meters from limited experimental data is often more important than
details within the model.

When reducing experimental data to obtain model parameters,
attention must be given to the effect of experimental errors. Not
all experimental measurements are equally valuable and therefore, a
proper strategy for weighting individual experimental points is
needed to obtain "best" parameters (14, 15). Any realistic strategy
shows at once that for any given set of binary data, there is no
unique set of model parameters. In a typical case, there are many sets
of parameters which are equally good, as illustrated in Figure 29
prepared by Tom Anderson for the system ethanol-cyclohexane. In this
particular case, the model used was Wilson's but that is not impor-
tant here. The important message is that any point in the ellipses
shown can represent the experimental data equally well; there is no
statistical significance in preferring one point over another. The
elliptical results shown in Figure 29 are typical; the parameters have
a tendency to be correlated but, without additional information, it is
not possible to say which point within the ellipse is the best.

Since the two ellipses do not overlap, we are justified in
assigning a temperature dependence to the parameters. When we do so,
we obtain the pressure-composition diagrams shown in Figure 30. 1In
this case we assumed that the temperature dependence of one parameter
is parallel to that of the other (i.e., we used three, not four,
adjustable parameters since b has no subscripts) but that procedure
is not always successful; frequently four parameters are required.

On the other hand, if the two ellipses in Figure 29 had a region of
overlap, there would be no good reason to use temperature-dependent
parameters; two temperature-independent parameters would be
sufficient.

Another example prepared by Tom Anderson is shown in Figure 31
for the system butanol-water; in this case the UNIQUAC model was
used rather than Wilson's because we are concerned with vapor-liquid
and liquid-liquid equilibria. The left side shows that when vapor-
liquid and liquid-liquid equilibria are reduced separately, we obtain
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two ellipses with no overlap. When both sets of data are reduced
simultaneously, we obtain the ellipse shown on the right. Figure 32
compares calculated with experimental results using temperature-
independent parameters. Agreement is fair but not as good as we
would like it to be. Further analysis shows that significantly
better agreement cannot be obtained by allowing the parameters to
vary linearly with 1/T. For truly satisfactory agreement it is
necessary for this system to assign a quadratic dependence on 1/T.

Once we have obtained good descriptions of binary liquid mix-
tures, we can often predict the properties of multicomponent liquid
mixtures using only binary data. This procedure saves much experi-
mental effort and it is usually successful for multicomponent vapor-
liquid equilibria but often it is not for multicomponent liquid-
1liquid equilibria.

Group-Contributions for Activity Coefficients

The variety of equations based on the local composition concept
has given us an improved tool for handling strongly nonideal solu-
tions but, perhaps more important, these equations have stimulated
another development which, in my view, is particularly promising for
chemical engineering application. I refer to the group-contribution
method for estimating activity coefficients, a technique where
activity coefficients can be calculated from a table of group-
interaction parameters. The fundamental idea, dating back over 50
years to Langmuir, is that in a liquid solution of polyatomic mole-
cules, it is not the interactions of molecules, but the interactions
of functional groups comprising the molecules (e.g., CH3, N02, COOH,
etc.) which are important; Figure 33 illustrates the géneral idea.

About 15 years ago, Deal, Derr and Wilson developed the ASOG
group-contribution method based on Wilson's equation where the
important composition variables are not the mole fractions of the
components but the mole fractions of the functional groups (16, 17).
In chemical technology the number of different functional groups is
much smaller than the number of molecular species; therefore, the
group—contribution method provides a very powerful scale-up tool.
With a relatively small data base to characterize group interactiomns,
it is possible to predict activity coefficients for a very large
number of systems, including those for which no experimental data
are available. There is no time now to discuss group-contribution
methods; we shall have an opportunity later this week to go into some
details. Here I just want to mention that some of the difficulties
and limitations of the ASOG method have been overcome by a similar
method, called UNIFAC (18), based on the UNIQUAC equation. Very
recently, Fredenslund and Rasmussen in Denmark and Gmehling and Onken
in Germany have significantly extended the earlier UNIFAC work; in a
publication now in press, the UNIFAC data base has been much enlarged
and, therefore, the range of application is now much increased. The
late Professor Ratcliff at McGill has also developed a group-contri-
bution method and, during the last few years, Professors Chao and
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Greenkorn at Purdue have started to work in this area. The group-
contribution method necessarily provides only an approximation but
for many applications that is sufficient. For practical-minded
chemical engineers this new research in applied thermodynamics repre-
sents perhaps the most exciting development since Pitzer's acentric
factor.

Chemical Theory for Activity Coefficients

While the local composition concept has been highly useful for
strongly nonideal mixtures, it is also possible to represent data for
such solutions by assuming that molecules associate or solvate to
form new molecules. It follows from this viewpoint that a binary
mixture of A and B is really not a binary mixture, but instead,

a multicomponent mixture containing, in addition to A and B mono-
mers, also polymers Aj, A3 ... and By, B3 ... as well as copolymers
containing both A and 3B in various possible stoichiometric
proportions. Deviations from ideal behavior are then explained quan-
titatively by assigning equilibrium constants to each of the postu-
lated chemical equilibria. This is a Pandora's box because, if we
assume a sufficient number of equilibria, adjust the stoichiometry

of the polymers and copolymers and also adjust the equilibrium
constants, we can obviously fit anything. Nevertheless, the chemical
method makes sense provided we have independent chemical information
(e.g., spectroscopic data) which allows us to make sensible & priori
statements concerning what chemical species are present. For example,
we know that acetic acid forms dimers, that alcohols polymerize to
dimers, trimers, etc. and that chloroform and acetone are linked
through a hydrogen bond. Thus an "enlightened" chemical theory can
often be used to represent experimental data with only a few para-
meters where a strictly empirical equation requires many more para-
meters to give the same fit. The literature is rich in examples of
this sort; a recent one by Nitta and Katayama (19) is given in

Figure 34 which shows activity coefficients for the system ethanol-
triethylamine. Here A stands for alcohol and B for amine.
Subscript C denotes chemical contribution; in addition to the
chemical effects, there are physical forces between the "true"
molecules and these are taken into account through the parameter b
which has units of energy density. Equilibrium constant K, for
continuous polymerization of ethanol, is obtained independently from
alcohol-hydrocarbon mixture data. Parameter r 1is the ratio of the
equilibrium constant for A + B=ZAB to Kp. The excellent fit

is, therefore, obtained with two adjustable parameters, b and r.

While chemical theories are often useful for describing strongly
nonideal liquid mixtures, they are necessarily specific, limited to
a particular type of solution. It is difficult to construct a
general theory, applicable to a wide variety of components, without
introducing complicated algebra and, what is worse, a prohibitively
large number of parameters. This difficulty also makes chemical
theory impractical for multicomponent mixtures and indeed, while the
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literature is rich with application of chemical theory to binaries,
there are few articles which apply chemical theory to ternary (or
higher) mixtures. For practical chemical engineering, therefore,
the chemical theory of liquid solutions has limited utility.

Supercritical Components in the Liquid Phase

I have previously stressed the difficulty of standard states
when we deal with supercritical components. For these components,
e.g., methane or nitrogen, at ordinary temperatures, it has been
common practice to ignore the problem simply by extrapolating pure-
liquid fugacities to temperatures above the critical. This is
convenient but ultimately unsatisfactory because there is no
unambiguous way to perform an extrapolation for a hypothetical
quantity. The most common method is to assume that a semi-logarithmic
plot of the fugacity versus reciprocal temperature is a straight line.
Experience has shown that at temperatures far above the critical,
this is a bad assumption but regardless of what shape the plot is
assumed to be, on semilog paper, the thickness of the pencil can
already make a significant difference.

The only possible satisfactory procedure for proper use of
activity coefficients of supercritical components is to use Henry's
constants as the standard-state fugacity. Henry's constants are not
hypothetical but are experimentally accessible; also, at least in
principle, they can be calculated from an equation of state. Remark-
ably little attention has been given to the formal thermodynamics of
liquid mixtures containing supercritical components.

Using Henry's constants introduces a variety of problems but
they are by no means insurmountable. Yet, chemical engineers have
stubbornly resisted using Henry's constants for standard-state
fugacities; whenever I have tried to interest my industrial colleagues
in this possibility I felt like a gun-control enthusiast talking to
the National Rifle Association.

As long as the solution is dilute, Henry's constant is suffi-
cient but as the concentration of solute rises, unsymmetrically
normalized activity coefficients must be introduced and at present
we have little experience with these. While binary mixtures can be
handled with relative ease, major formal difficulties arise when we
go to multicomponent mixtures because, unfortunately, Henry's constant
depends on both solute and solvent and, therefore, when we have
several solvents present, we must be very careful to define our stan-
dard states and corresponding activity coefficients in a thermo-
dynamically consistent way.

About ten years ago the late Ping Chueh and I wrote a monograph
on the use of unsymmetric activity coefficients for calculating K
factors in hydrocarbon and natural-gas mixtures, but it never caught
on. About five years ago I was window shopping in the Time Square
section of New York and to my amazement I saw a copy of our mono-
graph on a table in a used book store, completely surrounded by books
on pornography. It appeared that my colleagues were trying to tell
me something.
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However, times change and now that pornography is accepted with
little opposition, maybe Henry's constants for standard-state fuga—
cities can be accepted too. John O'Connell at Florida has been
working on this and in Figure 35 we see some results for excess
Henry's constants for ethylene, carbon dioxide and carbon monoxide in
binary solvent mixtures (20). To a first approximation, the logarithm
of Henry's constant for a gas in a mixed solvent is given by a simple
mole-fraction average; Figure 35 shows deviations from that first
approximation.

Figure 36 presents another example, given by Nitta and Katayama
(21); it shows Henry's constant for nitrogen in mixtures of n-propanol
and iso-octane. Two plots are shown, one against mole fraction and
the other against volume fraction of the solvent mixture. Since iso-
octane is a much larger molecule than propanol, it is not surprising
that the volume-fraction plot is more nearly linear than the mole-
fraction plot, but, nevertheless, there is noticeable departure from
straight-line behavior.

Katayama applies his chemical model for explaining the deviation
with results shown in Figure 37. One contribution of the Flory-
Huggins type corrects for size differences, another (chemical) contri-
bution corrects for association of alcohol molecules and finally, a
physical contribution corrects for differences in intermolecular
forces. The sum of the corrections gives good agreement with experi-
ment. Since the corrections for size and association were calculated
from other data, only one adjustable parameter was used in preparing
the final plot.

Aqueous Solutions of Weak Volatile Electrolytes

I have indicated earlier that the chemical theory of liquid
mixtures presents some difficulties and that the use of Henry's
constants also gives us headaches. However, when we come to solu-
tions of volatile electrolytes we are really in a bad way because now
we must use not only the awkward chemical theory but in addition,
those unpleasant Henry's constants. We have no real choice here
because in dilute aqueous solution, weak volatile electrolytes (e.g.,
ammonia, hydrogen sulfide, sulfur dioxide) dissociate into ions and
thus there is real chemistry going on which we cannot ignore.
Further, since ions are nonvolatile, we must use unsymmetrically
normalized activity coefficients; the fugacity of a pure volatile
electrolyte liquid which is not ionized doesn’'t tell us anything
that would be useful for a dilute aqueous solution where the solute
is, at least in part, in ionic form.

The situation we must describe is shown schematically in Figure
38. The horizontal equilibrium is chemical, characterized essen-
tially by a dissociation constant, and the vertical equilibrium is
physical, characterized essentially by Henry's constant. Detailed
development toward quantitative results also requires unsymmetrically
normalized activity coefficients, i.e., those activity coefficients
which go to unity not as the composition approaches the pure solvent,
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Figure 35. Deviation of Henry’s constant from that in an ideal solution (O’Connell)
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but instead, as the aqueous solution becomes infinitely dilute.

Figure 39 indicates the four conditions that must be satisfied.
For most solutes of interest, chemical equilibrium constant K is
known as a function of temperature; the major difficulty lies in
calculating H and +vy*. Figure 40 shows two equations for y*.

Both start out with the Debye-HUckel term which depends primarily on
ionic strength but that term alone is applicable only to very dilute
solutions. Guggenheim adds an essentially empirical first-order
correction and this is sufficient for ionic strengths to about 1 or 2
molar. For more concentrated solutions, Pitzer has proposed a semi-
theoretical equation which, however, has many parameters and all of
these depend on temperature (22).

Time does not permit a detailed discussion but, in view of the
importance of these solutions in chemical engineering, let me quickly
show a few results. Figure 41, from Edwards et al. (23),shows how
experimental data in the dilute region for aqueous ammonia can be
reduced to yield Henry's constants (the intercept) and Guggenheim's
coefficient B (the slope). Note that the abscissa gives the
molecular molality of ammonia, not the total molality; therefore,
Figure 41 implicitly includes the effect of ionization as deter-
mined by the independently-measured chemical dissociation constant.

A similar analysis was made for solutions of CO, in water.

Figure 42 gives partial pressures for the ternary system ammonia-
carbon dioxide when the total ammonia molality is 0.128; these
results were predicted using only binary data; no ternary data were
used. In this example the solution is dilute and Guggenheim's equa-
tion is adequate; for higher concentrations, Pitzer's equation is
required as shown in Figure 43 based on very recent (and as yet
unpublished) work by Renon and coworkers. The line on the right is
the same as the one shown in the previous figure; the molality is
low. The line on the left is at higher ammonia concentration and,
as we proceed to higher ratios of carbon dioxide to ammonia, the
total molality goes well above 2. We see that Edwards' line, based
on Guggenheim's equation, is satisfactory at first but shows
increasing deviations as the total molality rises. The results shown
here are again based on binary data alone. At 20°C, experimental
data are relatively plentiful and it was possible to evaluate all
the parameters in Pitzer's equation but at higher temperatures, where
good data are scarce, it is not easy to use Pitzer's equation until
some reliable method can be found to estimate how temperature affects
the parameters. Finally, I should mention that the calculations
shown here are based on simultaneous solution of 14 equations. A
good computer program is an absolute necessity.

Conclusion

I have tried this morning to present a survey of the present
status of applied phase-equilibrium thermodynamics. In one sense,
the survey is much too long because I am sure your patience has been
pushed well beyond its elastic limit. In another sense, it is much
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too short because I have had to omit many worthwhile contributions.
I already fear the hurt and insulted looks that I am likely to
receive from some of you for the rest of the week, if not longer.

Let me quickly summarize what to me are the main implications
of this frankly personalized survey.

First, those of us who are in the universities must get over
our argon-fixation and start thinking boldly about molecules that
are large, non-spherical, polar and hydrogen bonded. In other words,
let us pay more attention to the real world. For chemical engineers
it is better, I think, to solve approximately new and real problems
than to improve marginally solutions to old problems. I am hopeful
that this conference will contribute toward that end.

Second, we must stop the game of composing variations on old
themes. The Redlich-Kwong equation, the BWR equation, the Wilson
equation, all these represent fine moments in our history. However,
we should not honor them by minor imitation. Rather, we should
regard them as great monuments, inspiring us toward tackling new
frontiers.

Where, then, are these new frontiers which demand our attention?
I can here mention only six that I find particularly challenging
intellectually and industrially important:

1. Construction of approximate, but physically sensible, equa-
tions of state applicable to complex molecules in both gaseous and
liquid phases.

2. Vapor-phase experimental work (PVT and gas-saturation mea-
surements) to provide fundamental information on intermolecular
forces in asymmetric binary mixtures, i.e., those mixtures where the
two components are strongly different, either in molecular size, or
polarity, or both.

3. Vapor-liquid equilibrium experiments on mixtures of complex
molecules, including polynuclear aromatics, polymers and highly polar
solvents such as glycols, phenolics and other "nasty" liquids. The
systems water-ethanol and benzene-cyclohexane have each been studied
about 50 times. Enough of that. Let's measure equilibria in systems
where we cannot now estimate the results within even an order of
magnitude.

4. More attention must be given to data reduction methods.
Some data are clearly more valuable than others and we must incor-
porate that distinction into our experimental plans.

5. We can usually do a pretty good job calculating vapor-
liquid equilibria for multicomponent mixtures of typical nonelectro-
lytes. However, for multicomponent liquid-liquid equilibria the
situation is much less favorable and we should give more attention
to those equilibria.

6. Finally, let us learn to use more the powerful methods of
statistical mechanics; let us overcome our fear of partition func-
tions and let us not hesitate to introduce some enlightened
empiricism into their construction.

This assembly of over 100 scientists and engineers represents a
wide variety of knowledge, interests and experiences. Our meeting
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here provides us with a unique, unprecedented opportunity to exchange
views, stimulating us all to new achievements. I have presented this
rapid overview of previous accomplishments with the conviction that
these accomplishments must serve us not as ground for self-congratu-
lation but as a firmament on which to build toward a brighter future.
My feeling--and I hope it is yours, too--must be that of the French
philosopher who said, "From the altars of the past let us carry the
fire, not the ashes."
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Industrial View of the State-of-the-Art in Phase
Equilibria

T. S. KROLIKOWSKI
Union Carbide Corp., Chemicals and Plastics Div., S. Charleston, W.Va. 25303

Twenty-five years ago, in 1952, there was a series of arti-
cles in Chemical Engineering Progress (1) entitled: "Industrial
Viewpoints on Separation Processes'. In the section on phase
equilibrium data, it was noted that "The complete representation
of such data for mixtures containing more than three components
becomes impractically complex'". Simplified calculations for
multicomponent systems were recommended, and if the predicted
values did not agree with experimental data, a system of minor
correction factors should be devised.

In the same year, one of the annual review articles in Indus-
trial and Engineering Chemistry (2) mentioned that the BWR equa-
tion of state seemed to provide the most accurate method thus far
developed for estimating K~factors for hydrocarbon systems. Use
of the equation was deemed tedious, and a procedure for using the
equation in a simplified form suitable for rapid equilibrium cal-
culations was to be presented. Charts based on the procedure were
available from the M. W. Kellogg Co., New York.

Another review article (3) observed that automatic computers
have entered the field of ditillation calculations. The author
remarks: '"The difficulty is that the machines cannot evaluate
the errors in the assumptions set up by the operator, and there-
fore the value of the numbers produced by the machine gives a
false impression of accuracy'. That statement is as valid today
as it was twenty-five years ago. On the other hand, the indus-
trial approach to phase equilibria has changed over the years.

In this state-of-the-art report, I will describe our present prac-
tices and concerns.

This presentation will be subdivided according to the sequence
presented in Figure 1 - HOW, WHAT and WHY, WHERE. HOW are phase
equilibria problems treated in an industrial situation? WHAT
methods and correlations are used, and WHY are these techniques
used? WHERE should future development work be directed?

Of necessity, the conditions described here are based
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WHERE ?

Figure 1. Sequence of presentation
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principally on my own work environment. They may not be univer-
sally true, but they are certainly representative of the current
state of affairs in industry.

HOW Are Phase Equilibria Problems Treated?

The technical population in industry can be divided into the
computer people and the non-computer people. The non-computer people
tend to use simple correlations, generalized models and graphs, and
estimates based on their experience or intuition. The computer
people, who are in the majority, have the capability of developing
very complex models. Several years ago at Union Carbide, an effort
was initiated to improve the effectiveness of the computer system
used by these individuals for design purposes. I would like to
spend some time describing the system as it now exists.

Subprogram Library. The basis of the system is the Engineering
Subprogram Library. The library consists of computer subroutines
which have been written to perform engineering process and design
calculations and to solve various types of mathematical problems.
The subroutines are written in accordance with a standard format,
and they use consistent technology. They are fully documented in a
manual so that they can be easily used by other programmers.

There are three kinds of thermodynamic and physical property
subroutines: monitor subroutines, method subroutines, and initiali-
zation subroutines. Their inter-relationship is illustrated in
Figure 2. There is a monitor subroutine for every property; vapor
molar volume, vapor fugacity coefficients, liquid activity coeffi-
cients, etc. Suppose a main program needs the value of property 1.
It will call the monitor subroutine for property 1 and supply a
computation method code. The monitor subroutine checks the code
and calls the appropriate method subroutine to perform the calcula-
tions of property 1. If the method subroutine requires the value of
property 2, it calls the monitor subroutine for property 2 and so
forth. The monitor subroutines allow us to write very general main
programs with a variety of options for calculating thermodynamic and
physical properties. It is also very easy to add a new method to the
system; one simply includes a new call statement in the monitor
subroutine. The main program does not have to be reprogrammed when
adding a new method. The third type of subroutine is the initiali-
zation subroutine which calculates the constant parameters associated
with a method subroutine; for instance, the Redlich-Kwong equation of
state constants. The main program calls the required initialization
subroutines once for any given set of components.

Code Structure. As mentioned earlier, a monitor subroutine
checks a method code to determine the calculatiomal method. A
flexible scheme has been developed for specifying method codes.

The codes required for vapor-liquid equilibrium calculations are
shown in Figure 3. Each column represents a set of five codes
transmitted to a momitor subroutine for the property designated
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Figure 3. Method code structure
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MOLECULAR WEIGHT

NORMAL BOILING & FREEZING POINTS
CRITICAL CONSTANTS

LIQUID DENSITY AT REFERENCE TEMPERATURE
HEATS OF FORMATION FOR VARIOUS STATES
PITZER'S ACENTRIC FACTOR

REFRACTIVE INDEX AT REFERENCE TEMPERATURE

SOLUBILITY IN VARIOUS SOLVENTS AT
REFERENCE TEMPERATURE

SURFACE TENSION AT REFERENCE TEMPERATURE

Figure 4. Examples of single-valued properties in the date bank

PERFECT GAS HEAT CAPACITY
Cp=A+BT+CT’+DT°+ ET*

VAPOR PRESSURE
InP=A—B/(T+C)+ D InT + ET"

LIQUID VISCOSITY
In).L=A+ B/T+CliInT

LIQUID THERMAL CONDUCTIVITY
Ink= A+ BT+CT?

Figure 5. Examples of correlations whose constant
parameters are in data bank

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



3. xrorikowskt  Industrial View of Phase Equilibria 67

above it. The first code is the basic method code; each method
is assigned a basic method code. The other four codes are method
subcodes; the definition of the subcodes depends on the basic
method code.

Let's look at the liquid activity coefficient codes as an
example. A basic method code equal to 2 designates the Regular
Solution model. Then, the first subcode is the basic method code
for the liquid volume correlations required in this model, and
the next code is the liquid volume method subcode, if one is
required. On the other hand, suppose the basic method code for
liquid activity coefficient is equal to 4, which denotes the Wil-
son Equation. Since several modifications of the Wilson Equation
have been programmed in our system, the first subcode indicates
which variation should be used. Now, the second subcode is the
basic method code for the liquid volume calculations required in
this model, followed by any requisite volume method subcodes.

The methods specified by subcodes are restricted to that
particular application. Thus, one liquid volume method can be
used in the activity coefficient calculations, another for the
Poynting correction, and a third for pipe sizing calculations.

If a subcode is missing, the basic method code for that property
will be substituted. In the liquid activity coefficient examples,
if the subcode for the liquid volume method is missing, the basic
method code specified for liquid volume calculations will be used.
If the basic method codes are missing, default values are
assigned. The default method code for a property is the simplest
model requiring the least input data, e.g., ideal-gas model for
vapor fugacity coefficients.

Data Bank. Another part of the computer system is a Data
Bank which serves as a repository for pure component data. The
Data Bank contains single-valued properties of the type shown in
Figure 4. It also contains the constant parameters and applicable
ranges for property correlations of the sort illustrated in
Figure 5. Only properties required for engineering calculations
are stored in the Data Bank. All of the values in the Data Bank
are internally consistent; the vapor pressure correlations do
predict the normal boiling points and the critical points, the
enthalpy and entropy values are based on the same reference state,
etc. Every value in the Data Bank has a reference number asso-
ciated with it. These relate to a list of references stored in a
separate computer file. The references are comprehensive - every
Data Bank value can be reproduced from the information given in
the reference. The references include all of the data sources
and the data-reduction methods used in obtaining the Data® Bank
values.

Main Programs. There are a variety of programs which call
upon the Engineering Subprogram Library and the Data Bank.
Several of these programs will be briefly described here. VLEFIT
is a fitting program which uses vapor-liquid equilibrium (VLE)
data to determine the best values for the adjustable parameters
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INPUT DATA
OPTIONS: P-T-X
P-T-X-Y
P-T-Y
P-T-X- AHux
T-X-¥
P-T-X-USER VARIABLE
ALLOWABLE
OBJECTIVE
FUNCTIONS:

X X <

Figure 6. Vapor-liquid equilibrium data fitting program (VLEFIT)

ABSORPTION
EXTRACTIVE DISTILLATION
AZEOTROPIC DISTILLATION

FRACTIONATION

RECTIFICATION

STRIPPING
LIQUID - LIQUID EXTRACTION

Figure 7. Scope of the MMSP (Multicomponent Multistage
Separation Processes) programs
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in VLE models. It will handle up to a quaternary system. The
input data options and the allowable objective functions are

shown in Figure 6. Any combination of input data and objective
functions can be used in a given run, and weighting factors can be
attached to both the input data and the objective functioms.

The MMSP programs were developed for the simulation, design,
and control of Multicomponent Multistage Separation Processes.
These include the operations listed in Figure 7. These processes
may be carried out in conventional columns (one feed and two pro-
ducts), in complex columns (multiple feeds, multiple products,
and multiple interstage coolers or heaters), or in a series of
conventional or complex columns.

A useful diagnostic option for checking VLE models is also
available in the MMSP programs. Most VLE models are based on
binary parameters. The data used in obtaining the binary para-
meters may be very limited and/or at conditions removed from those
of interest. Therefore, it is wise to examine the predictions of
the model for the binary pairs before attempting a multicomponent
simulation. This option in MMSP will use the VLE model to produce
y-x, T-x-y, P-x-y, a-x, and K-x diagrams for the binary systems.
Two of these plots for the acetone-water system are shown in
Figure 8.

Another program IPES (Integrated Process Engineering System)
is a process simulator. It has the ability of modeling processes
of any size, from a single distillation column to a complex plant.
IPES is based on a building block concept. The process illus-—
trated in the flowsheet of Figure 9-A would be modeled in IPES
using the scheme in Figure 9-B. Each block corresponds to a unit
or operation in the actual process. The blocks in IPES include
mixer-splitters, reactors, flach units, distillation units,
extractors, heat exchangers, compressors, control units, and
economic units for sizing and costing process equipment. The
method codes described earlier can be specified on an overall
basis or individually for each block.

WHAT Models Are Used And WHY?

An efficient computing system is capable of producing meaningful
results only if appropriate models are used. Therefore, at this
point, I would like to describe the techniques we use for VLE, for
liquid-liquid equilibrium (LLE), and for other separation processes.
This will include examples of typical systems, the problems they
pose, and how we attempt to cope with them.

Vapor-Liquid Equilibrium Models. I will begin by describing
the models available in our system for VLE calculations - the
field in which we have had the most experience, and in which the
most effort has been expended. The calculations are based on VLE
ratios - K values. The K value of a component in a mixture is
related to its fugacity in the liquid phase and its fugacity in
the vapor phase. The equations for determining the fugacities
are given in Figure 10. The vapor fugacity is expggssed in the
usual fashion in terms of a fugacity coefficient, $ . There are
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Figure 8. Diagnostic options available in MMSP
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Figure 9. Process simulation program
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three expressions for the liquid fugacity. The first is the tra-
ditional approach most often found in textbooks based on a stan—
dard state equal to the total system pressure; this is the option
most frequently elected. In the second approach, the standard
state is a fixed reference pressure. In the third equation, the
liquid fugacity is expressed in terms of a fugacity coefficient,
L. Alternately, the K value can be calculated using an empiri-
cal correlation depending only on pressure and temperature.

The fugacity coefficients are determined from equations of
state. The equations available for the vapor phase fugacity coef-
ficients are listed in Figure 11. The two B-W-R equations and
the Soave equation are also used for liquid phase fugacity coeffi-
cients. The Soave equation and the Hayden-0O'Connell virial equa-
tion are very recent additions to the system. Therefore, if they
are eliminated from consideration, the Prausnitz-Chueh modifica-
tion of the Redlich-Kwong equation and the BWR equations have
received the most usage.

The liquid reference fugacity and the liquid activity coeffi-
cient models are listed in Figures 12 and 13. At the present
time, Henry's Law for supercritical components can be used only
with the UNIQUAC equation; the unsymmetric convention is not
included in the other liquid activity coefficient models. Vapor
pressure with a Poynting correction is usually used for the liquid
reference fugacity. The Wilson equation and the NTRL equations
are the most commonly utilized liquid activity coefficient models.
UNIQUAC and UNIFAC have just been added to the system, and if they
fulfill our expectations, they will become the most commonly used
models.

Enthalpy models are also necessary in VLE design calcula-
tions. The procedures followed for vapor and liquid enthalpy
calculations are specified in Figure 14. The equation of state
approach 1-(i) is the most popular for vapor enthalpy. For liquid
enthalpy, the equation of state approach 1-(i), the Yen-Alexander
correlation 1-(ii), and method 2 of mole fraction averaging
the pure component enthalpies are used with about equal frequency.
Method 3 for liquid enthalpy includes a heat of mixing term,
AHpix3 it is not used very often because we have discovered that
heats of mixing predicted by the liquid activity coefficient
models are unreliable unless such data were included in the fit-
ting procedure.

All of the property monitor subroutines have a group of codes
which allow individuals to supply their own user-subroutin
they find the available methods inadequate. The user-subroutines
have fixed names and argument lists which are described in the
documentation for the monitor subroutines.

Why do these lists contain so manv models - some mediocre
models, in fact. New models are always being added to the sys-
tem, but old models are never discarded. Once a process has been
successfully designed using a certain model, that model must
always be available for future process calculations, expansion of
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Figure 10. Vapor-liquid equilibrium equations
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PERSOHN MOD. REDLICH-KWONG

SOAVE MOD. REDLICH-KWONG
HAYDEN-O’CONNELL VIRIAL

Figure 11. Equations of state
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oL
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CHAO - SEADER
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STARLING MOD. B-W-R

HENRY'S LAW FOR SUPERCRITICAL
COMPONENTS

Figure 12. Liquid reference fugacity models
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FORMS.

UNIFAC

Figure 13. Activity coefficient models
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VAPOR AND
LIQUID: 1. H = H == (H-H")
H*® == iDEAL GAS ENTHALPY
(H-H") = (i) EQUATION OF STATE
(ii) YEN-ALEXANDER
20 = 3 (akOhon), (ROUTREAEY),
LIQUID: 3. H = Hjpgar + AHmix
SOLN.
Hipear = (i) LIQUID REFERENCE
SOLN. FUGACITY MODELS
(i) Z X; (TPE&%?A:?SZ
AHpx = LIQUID ACTIVITY
COEFFICIENT MODELS
Figure 14. Enthalpy models
HYDROGEN ACETALDEHYDE
METHANE CROTONALDEHYDE
ETHYLENE ETHYL ETHER
ETHANE ETHANOL
1 — BUTENE TERT-BUTANOL
n — BUTANE WATER
2 - METHYLPENTANE ETHYLENE GLYCOL
n — OCTANE

T: -10°C—»350°C
P: 5—»1100 psia

Figure 15. Typical VLE problem, Example 1
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the unit, or the design of a new unit. The effort required to
redo an acceptable old model cannot be justified.

Vapor-Liquid Equilibrium-Sample Systems. 1In preparing this
presentation, I took an "attitude survey' among my colleagues who
are using this VLE calculational system. The individuals involved
in the simulation of hydrocarbon units were generally satisfied
with the current state of affairs. They have years of experience
in making these calculations, the correlations are appropriate for
the compounds of interest to them, and they have accumulated cor-
roborative plant data. However, they did admit that the following
still present a challenge: high pressure critical phenomena,
cryogenic separations, very heavy hydrocarbons - tars, and the
presence of hydrogen in the system.

The individuals involved in the design of ’chemical' units
had more grievances. Let's look at a few examples in Figures 15-
17. 1In the first example, there are 15 compounds - not an unusual
number for most models. The compounds vary markedly from each
other. The person working on this project was until recently
teaching and doing research at a university. She claims that what
she misses most from the academic life is the 'nice compounds'
worked with there. The model is expected to work over a broad
range of temperatures and pressures; therefore, a number of the
compounds will be supercritical sometimes - but not always. Pure
component data are scarce for a number of these compounds; e.g.
crotonaldehyde. What are the critical properties of ethylene gly-
col--it decomposes before reaching a critical point. VLE data are
not available for all of the binary pairs; this is not surprising
since there are 105 binary pairs. Some of the VLE data are con-
tradictory; e.g., acetaldehyde--ethanol. What equation of state
is applicable for hydrocarbons, aldehydes, and alcohols? How
should the liquid enthalpy be treated with so many light compounds?

Pure component data which cannot be easily measured are esti-
mated--including the critical properties of ethylene glycol. In
many cases, the estimation techniques are crude, or they have not
been developed for the type of compound under consideration. If
VLE data are missing for any of the important binary pairs, they
are measured.

For the VLE model in this example, the Prausnitz-Chueh Red-
lich-Kwong equation of state was selected for the vapor phase
fugacity coefficients and the Wilson equation for the liquid phase
activity coefficients. Vapor pressure with a Poynting correction
and a saturated vapor fugacity coefficient correction was used for
the liquid reference fugacity; it was suitably extrapolated into
the hypothetical liquid region for supercritical components. The
Wilson equation parameters were determined from the available data
with the fitting program VLEFIT. The hope was that in the fitting
process, the inadequacies of the model would be absorbed in the
activity coefficient parameters. The Wilson equation parameters
for the binary pairs with no VLE data were estimated by examining
the parameters for similar pairs. It is hoped that UNIFAC will
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ARGON ACETIC ACID
NITROGEN WATER

OXYGEN ACETALDEHYDE
ETHYLENE ETHYL ACETATE
ETHANE VINYL ACETATE
CARBON DIOXIDE GLYCOL DIACETATE
ACROLEIN VINYL PROPIONATE

T: 0°C - 200¢°C
P: ~latm.

Figure 16. Typical VLE problem, Example 2

HYDROGEN CHLORIDE
METHYL CHLORIDE
DIMETHYL ETHER
METHANOL

WATER

SODIUM CHLORIDE
SODIUM HYDROXIDE

T: 10°C-130°C
P: 35 — 135 psia

Figure 17. Typical VLE problem,
Example 3

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



3. KROLIKOWSKI Industrial View of Phase Equilibria 79

provide us with a more systematic approach for this estimation
procedure. Finally, the equation of state was also used for

vapor enthalpy calculations. The liquid enthalpy was calculated
as the mole fraction average of the pure component enthalpies;
once again, the hypothetical liquid state was used for supercriti-
cal components.

The system in the second example is plagued with all of the
usual problems and, in addition, it contains acetic acid. The
person who developed a model for this system decided that it was
necessary to account for the vapor phase association of acetic
acid. Thus, a user equation of state subroutine was written, where-
in the association was rigorously treated; then appropriate correc-
tion factors were determined for the vapor fugacity coefficient
and vapor enthalpy of the apparent species. The flexibility in
the computing system made this possible.

This is a highly nonideal system. After an adequate model
was developed, the subsequent column calculations were very diffi-
cult to converge. This brings up the question of what is the
best way to initialize such calculations--the optimum method would
require no input from the user and would be quick and failsafe.

If this system had contained another associating compound like
propionic acid, or if the system pressure had been higher, the
analysis would have been complicated by several orders of magni-
tude, and the development of such a custom model might prove to be
too time consuming. The '"chemical theory'" of Nothnagel has been
included in the new Hayden-O'Connel virial equation subroutine to
provide a standardized method for dealing with such systems.

The third example highlights another problem. How does ome
cope with several salts in an already nonideal solution? In this
case, the salt effects were accounted for by modifying the vapor
pressure of the solvents; a vapor pressure depression factor was
calculated as a function of salt concentration. We recognize that
a better technique than this should be available in the computing
system. What should it be? Expensive and/or rare salts are being
used as catalysts in reaction systems. Predicting their effects
on the subsequent separations systems and the design of catalyst
recovery systems require good models.

Vapor-Liquid Equilibrium Plus Chemical Reaction. To conclude
this discussion of VLE calculations, I'd like to mention that we
have initiated a program to allow VLE plus chemical reaction in
column calculations. A modification of Frank's dynamic simulation
method (4) is being used. The initial trials with complex VLE and
kinetic models have been moderately successful, but further test-
ing is required. Other simulation techniques are also being
investigated.

Liquid-Liquid Equilibrium. The next phase equilibrium situa-
tion I would like to discuss is LLE. In our organization, this
field has received less attention than it deserves. The available
models are shown in Figure 18. Most of the activity coefficient
models mentioned previously are applicable in the first option
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with the notable exception of the Wilson equation. The new
UNIQUAC model may prove to have real value in this application;
the developers of the model state that it gives a good represen-—
tation of LLE for a wide variety of mixtures. Until recently,
our fitting program did not have the facility to deal with LLE
data. We still need guidance in deciding what constitutes a
"good" fit, what the objective function for fitting should be,
and what is the proper data to use. The second option in Figure
18 is based on a fit of multicomponent experimental data in the
range of interest.

In our limited experience, we have learned the following
valuable lessons. One cannot expect to model a complex system by
collecting large amounts of data and attempting to fit these data
by brute force. Developing the proper empirical equations for
systems with several chemically dissimilar, interactive compounds
is very difficult. Statistically designed experiments for collec—
ting data proved not to be helpful in developing such models. The
liquid activity coefficient approach for predicting distribution
coefficients is viable, although it is still difficult. In order
to develop an accurate model, both VLE and LLE data must be used
in determining the parameters for the liquid activity coefficient
correlation.

An example of a system which has been successfully modeled
using the NRTL liquid activity coefficient correlation is shown in
Figure 19. First, a set of NRTL parameters was generated by fit-
ting binary VLE and LLE data. Then, these parameters were opti-
mized using multicomponent LLE data. Calculations using this mo-
del show excellent agreement with plant data.

Vapor-Liquid-Liquid Equilibrium. We have had limited experi-
ience in rigorous three phase equilibrium calculations, vapor—-
liquid-liquid, primarily in single stage flash units. The imple-
mentation of such a three-phase equilibrium model in column calcu-
lation is scheduled in the future. Presently, a method also exists
wherein complete immiscibility in the liquid phase can be speci-
fied between one component and all of the other components in the
system; e.g., between water and a set of hydrocarbons. The VLE
ratios are normalized on an overall liquid basis so that the
results can be used in conventional two-phase liquid-vapor equili-
brium calculations.

Other Separation Processes. The final type of phase equili-
brium 1'd like to mention could be titled unusual separation pro-
cesses-—adsorption, ion exchange, membranes. The individuals
involved in these areas are definitely non-computer people. There
are no models in the present computer system which satisfy their
particular needs, but more importantly, they can't recommend any
that should be added to the system. They firmly believe that
empirical correlations based on experimental data are best. For
new systems, they use a similarity approach based on previous
experience. They volunteered the opinion that an analysis with a
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1. DISTRIBUTION COEFFICIENTS FROM
ACTIVITY COEFFICIENTS

2. DISTRIBUTION COEFFICIENTS FROM
EMPIRICAL CORRELATIONS OF
TEMPERATURE AND COMPOSITION

Figure 18. Liquid-liquid equilibrium models

BENZENE OCTANE

TOLUENE CYCLOPENTANE
p—-XYLENE CYCLOHEXANE

CUMENE METHYLCYCLOPENTANE
n—-PENTANE METHYLCYCLOHEXANE
n—-HEXANE WATER

HEPTANE TETRAETHYLENE GLYCOL

T: 100°C -160°C
P: 1-15atm.

Figure 19. Typical LLE problem
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theoretical basis might be nice, but they didn't really expect
that it was possible.

Model Selection. As a point of interest, I'd like to remark
at this time that the models in a design system are decided upon
by a few individuals. In a large company, there is usually a
technology section responsible for such matters; in smaller organ-
izations, the decisions rest with one or two persons. For both,
it is impossible to review and evaluate everything being published
nowadays. Expert consultants are employed to give us guidance in
these matters. We tend to concentrate on the areas in which our
deficiencies are limiting the accuracy of design calculations.

Our interest will not be aroused by another modification of
the Redlich-Kwong equation, an involved explanation of what the
Wilson parameters really mean, a correlation valid for the noble
gases, or a correlation limited to pure components. We look for
methods that are applicable to a wide variety of compounds, espe-
cially nonhydrocarbons, and that can be used over a broad range
of temperatures and pressures. The correlations must be reason-
ably accurate. We favor correlations which are simple in form and
which require easily accessible input data. To optimize the effi-
ciency of iterative computer calculations, we prefer correlations
which can be solved directly or which converge rapidly.

To aid us in the evaluation and possible implementation of a
method, we would appreciate details and sample calculations, which
could be published or available as supplementary material. After
a method is added to the system, we have no control over how it
will be used. Therefore, we build checks into the subroutines
versus applicable temperatures, pressures, acentric factors, etc.,
--if we've been told what they are. We have also had the unfor-
tunate experience of checking correlations within the published
applicable range and discovering erratic behavior: don't promise
more than you can deliver!

How do we know that we have selected the proper models to
implement in our system? We receive feedback on the effectiveness
and on the inadequacies of the models from the process engineers
who are using them. The shortcomings of the system are commented
upon vociferously; the virtues are accepted matter-of-factly.
Laboratory and plant tests are often made to confirm the validity
of a process model or to indicate areas where discrepancies exist.
In the latter case, the model is reviewed and appropriately
adjusted to eliminate the differences.

WHERE Should Future Development Work Be Directed?

This question produces a variety of responses depending upon
whom you ask, when you ask, and what is being worked on at the
time. The two main categories are shown in Figure 20.

Highly Honideal Systems. Highly nonideal systems are of
principal concern; the nonideality may be caused by the components
present and/or by the operating conditions. This category includes
subjects like critical phenomena, extractive/azeotropic distilla-
tion, solvent selection guidelines, salt effects, high molecular
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HIGHLY NONIDEAL SYSTEMS

EXPERIMENTAL TECHNIQUES
AND DATA

Figure 20. Important areas for future development
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weight polymer systems, and liquid mixtures at high pressures with
supercritical components. Dealing with supercritical components
is one of the major problems today; a good general method does not
exist. The Henry's Law approach with the unsymmetric convention
for activity coefficients is not well understood. Using an equa-
tion of state to represent both phases would be satisfactory, but
currently this technique is only applicable to light hydrocarbon
systems. No one expects to eliminate the need for experimental
data. What we do require are correlating models that are appro-
priate for highly nonideal systems. The acid-gas system is a
case in point; there is a mass of data, but no model with a firm
theoretical basis. We would like to rely on the models to allow
us to minimize the necessary experimental data. Estimation tech-
niques like UNIFAC are useful because they permit us to treat the
less important components of a system in a reasonable manner.
Experimental Techniques and Data. Lack of data and the dubi-
ous quality of some data also pose severe problems; this is the
second area of concern. Reliable experimental techniques for mea-
suring 'useful’ equilibrium data quickly would be invaluable.
Recently, there have been many data published on the excess pro-
perties of mixtures; but the usefulness of such data has yet to be
defined. Many design projects have close time schedules, and so
the possible data collection is severely limited because the
experimental methods are so time-consuming. There also seems to
.be a decline in the amount of high quality, new data being pub-
lished; the same systems are discussed over and over again. 1In
approaching new systems, our literature surveys tend to lead to
foreign publications more and more frequently. Has quality data
collection been abandoned at a published level?

Conclusions

In conclusion, I think it is fair to say that significant
progress has been achieved in the industrial treatment of phase
equilibria in the past twenty-five years. We are trying to use a
theoretically sound basis for our calculations, and we have the
capability of using sophisticated complex models. We do keep
track of new developments in the field and implement them, albeit
in a cautious and conservative fashion.

We are still faced with many unsolved problems. Some of the
techniques used are inadequate or inappropriate. In order to eli-
minate these deficiencies, we must be committed to a program of
continually upgrading our skills. Hopefully, through meetings
like this, we can define future development goals that will be of
mutual interest and benefit to the industrial and academic com-
munities.

Nomenclature

A, B, C, D, E - constant parameters
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C* - ideal gas molar heat capacity

%g - fugacity in the vapor phase mixture
fL - fugacity in the liquid phase mixture
fOL ~ liquid reference fugacity

H -~ molar enthalpy

H* - ideal gas molar enthalpy

(H-H*) - molar enthalpy departure frm the ideal gas state
AHpix - molar liquid heat of solution

k - liquid thermal conductivity

K - vapor-liquid equilibrium ratio

P - absolute pressure

Pref - reference pressure

R - gas constant

T - absolute temperature

vE - liquid molar volume

VL - liquid partial molar volume

x - mole fraction in liquid phase

y - mole fraction in vapor phase

a. - relative volatility

Y - liquid activity coefficient

.~ liquid viscosity

?9 - vapor phase fugacity coefficient

¢~ - liquid phase fugacity coefficient

T - system pressure

Subscripts

i - property of component i
Pref — Property evaluated at reference pressure
T - property evaluated at system pressure
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Measurement of Vapor-Liquid Equilibrium

MICHAEL M. ABBOTT
Rensselaer Polytechnic Institute, Troy, N.Y. 12181

The importance accorded the measurement of vapor-liquid equi-
librium (VLE) data needs little elaboration. A glance at the
annual indices for the Journal of Chemical and Engineering Data
makes the point nicely. For the five years 1971-1975, at least 50
papers present new VLE data, and many of them contain descriptions
of new experimental techniques. Perusal of recent volumes of less
specialized journals, such as the AIChE Journal or I&EC Funda-
mentals, reveals a similar proliferation of VLE studies.

The necessity for reliable VLE data is apparent. Many separ-
ations processes involve the transfer of chemical species between
contiguous liquid and vapor phases. Rational design and simula-
tion of these processes requires knowledge of the equilibrium com-
positions of the phases. Raoult's and Henry's '"laws" rarely suf-
fice as quantitative tools for the prediction of equilibrium com-
positions; precise work demands the availability of either the
equilibrium data themselves, or of thermodynamic correlations
derived from such data.

Specialists in the field tend to concentrate on one of two
broad areas: high-pressure VLE, or low-pressure VLE. My major
interests are in the latter area, and hence the thrust of my talk
will be in this direction: the measurement and reduction of low-
pressure VLE data.

Low-pressure VLE experimentation differs from high-pressure
experimentation on two major counts. First, the problems of equip-
ment design and operation are less formidable than for high-pressure
work. Secondly, more effective use can be made of the thermodynamic
equilibrium equations, both in the data reduction process and in the
design of the experiments themselves. It is this second feature--
the strong interplay of theory with experiment--which to me most
distinguishes low-pressure from high-pressure VLE work.

The usual product of a low-pressure VLE study is an expression
for the composition dependence of the excess Gibbs function GE for
the liquid phase. 1If experiments are done at several temperatures,
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then the temperature dependence of parameters in the equation for
GE may also be determined. At low pressures, the pressure depen-
dence of GE is weak, and may usually be ignored.

Certain advantages derive from this kind of representation,
for the description of VLE is compact and yet has thermodynamic
significance. Back-calculation of equilibrium curves requires
values for the pure-component vapor pressures, an expression for
G* in terms of x and T, and equations of state (usually of simple
form) for the vapor and liquid phases. Approximations, when they
must be made, are well-defined and often subject to independent
verification.

Thermodynamic Considerations

At equilibrium, the fugacities of each component i must be
the same in the liquid and vapor phases:
2 L _ sV
U= E 1
The vapor-phase fugacity is related to the vapor-phase fugacity
coefficient ¢;:
~ V ~ ’
Fugacity coefficient $i is calculable from an equation of state
for the vapor phase; mixing rules must be available for the equa-
tion-of-state parameters.
The liquid-phase fugacity is related to the
liquid-phase activity coefficient vt
2 2 [}
£f.7 = x,v,f; 3
i X1Y1 i 3
Here, fg is the standard-state fugacity for species i. If the
equilibrium temperature is lower than the critical temperature of
pure i (the usual case for low-pressure VLE), the standard state
is taken as pure liquid i at the system T and P. Thus Eq. (3)
becomes

~2
£ = xvh (4)
Determination of f; requires the availability of equations of state
for pure vapor and liquid i, and a value for the vapor pressure
p?at of pure i. Often, fj is approximately equal to pgat_
Combination of Eqs. (1), (2), and (4) yields the form of the
equilibrium equation most commonly used in low-pressure work

x;¥if5 = vi94F (5)

It is through Eq. (5) that low-pressure VLE measurements provide
the experimental input required for a quantitative thermodynamic
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description of liquid-phase nonidealities.

The excess Gibbs function GE plays a central role in experi-
mental solution thermodynamics, for its canonical variables (T,
P, and x) are those most susceptible to measurement and control.
Activity coefficients are related to mole-number derivatives of

the dimensionless excess Gibbs function g = GE/RT:

. = . 6

Lnyy [B(ng)/anllT’P’nj (6)

Thus &ny; is a partial molar property with respect to g. Accord-
ingly, we have the additional useful relationship

g = inlnyi 7N

Classical thermodynamics provides the following expression
for the total differential of g:
dg=—§-E—dT+EdP+ Iony,dx, (8)
RT2 RT i1
Here, HE is the excess enthalpy (heat of mixing) and vE is the
excess volume (volume change of mixing). Both HE and V" are sub-
ject to direct experimental determination. Taking the total dif-
ferential of Eq. (7), and comparing the result with Eq. (8), we
obtain the Gibbs-Duhem equation:
E
Ixjdiny = - H—z dT + -X—i dp (9)
RT
Equations (1) through (9), or variations upon them, consti-
tute the usual thermodynamic basis for the reduction and inter-
pretation of low-pressure VLE data.

Isothermal vs. Isobaric Data

Precise determination of GE through low-pressure VLE measure-
ments generally requires the availability of data spanning the
entire range of liquid compositions. The experimentalist still
has the option, however, of collecting his data either at isobaric
or at isothermal conditions. The question then arises whether omne
type of data is more useful than the other.

Let us assume the availability of two complete sets of error-
free VLE measurements. The first set has been taken at constant
pressure, and consists of values of T, X, and y. The second is
isothermal, consisting of values for P, x, and y. We wish to
reduce both sets of data, so as to obtain values for G".

For each data set, we may calculate point values of Yy from
Eq. (5):

Y; T yi¢>iP/xifi (10)
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The corresponding values for g are then computed from Eq. (7):
= ILxX 4
g Xpemy g

It is desirable for purposes of correlation and interpretation

that experimental values of g be at a single T and P, with x the
only variable. Clearly, this is not the case for either of our
experiments. Corrections must be made in both cases to reduce the
values of g to a common basis. According to Eq. (8), this requires
the use of independently determined values for HE or vE. Thus,

for isobaric data,

T'HE
g(T;P’X) = g(T’P’X) - j 2 dT
T RT
Similarly, for isothermal data,
P' E
' v
g(T’P yX) = g(T,P,x) +I —= dP
P RT

Here, T' is a reference temperature for the isobaric data, and p'
a reference pressure for the isothermal data.

Even if the required values of HE or V* are available--and
often they are not--the above corrections complicate the data
analysis. One naturally asks whether one or the other of the cor-
rections might more safely be ignored. Calculations for real sys-—
tems show that the temperature correction is often substantial,
whereas the pressure correction is frequently negligible; at low
pressures, g may depend strongly on T, but rarely upon P.

Thus low-pressure isothermal VLE data are more easily reduced
to useful form than are isobaric data; they are to be preferred
for this reason. Much of the older low-pressure work is isobaric;
the best modern studies are isothermal.

The argument is sometimes advanced that isobaric VLE data are
more useful for process design, because separation processes are
more nearly isobaric than isothermal. This argument ignores the
fact that pressure drops in distillation columns can be substan—
tial, and that they are accounted for in modern design procedures.
The best thermodynamic tool for low-pressure distillation column
design is an expression for GE in terms of T and x, with values
for the parameters determined from carefully executed isothermal
VLE experiments. '

Direct vs. Indirect Determination of Vapor Compositions

We consider the determination of GE via the reduction of low-
pressure isothermal P-x-y data. The procedure is simple and direct.
Values of Y{ are computed from Eq. (10), and the corresponding
values of g are calculated from Eq. (7); the values of g are then
smoothed with respect to liquid composition. The smoothing proce-
dure may be graphical or numerical, but the eventual product is an
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analytical expression for g as a function of x.

In the above procedure, no use is made of the Gibbs—Duhem
equation, Eq. (9). Because the pressure-dependence of GE is weak
at low pressures, this equation reduces for isothermal conditions
to

indinyi =0 (11)

Equation (11) in fact imposes a thermodynamic constraint upon the
liquid-phase activity coefficients, a constraint not necessarily
satisfied by values of y; computed via Eq. (10) from real (and
therefore possibly imperfect) data. However, values of Y{ gener-
ated from a smoothing equation for g via Eq. (6) do satisfy Eq.
(11). Comparison of generated with experimental values of yi con-
stitutes an example of a popular exercise known as a thermodynamic
consistency test. Many consistency tests have been proposed, both
for low— and high-pressure VLE data. Van Ness et al (1) and
Christiansen and Fredenslund (2) present readable discussions of
such tests.

Instead of serving as a basis for the testing of redundant
data, the Gibbs-Duhem equation may be used in quite a different
manner, one which aids the experimenter in the design of a VLE
experiment of minimal complexity. For purposes of discussion, we
assume ideal-gas behavior for the vapor phase, and pressure-
independence of liquid-phase properties. In this case, Eq. (10)
reduces to

t

- sa
vy = v B /%l (12)
and the Gibbs-Duhem equation becomes, for a binary system,
+ =
delnYl x2d£ny2 0 (13)

Equations (12) and (13) yield, on combination and simplification,

¥y - vy () 14)
dp P(yl-xl)
Equation (14) is a restricted form of the binary coexistence equa-
tion. The important content of the equation is as much conceptual
as mathematical: it illustrates that simultaneous measurement of
P, x, and y is unnecessary, that vapor compositions can in princi-
ple be computed from measurements of just P and x. Once the y are
determined by integration, values of yi follow directly from Eq.
(12). Van Ness (3) presents a detailed discussion of the charac-
teristics and application of Eq. (14).

Reduction of VLE data via the coexistence equation is 'indi-
rect'", in that it makes no direct use of experimentally-determined
vapor compositions. Other indirect approaches are possible. One
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of the most popular is that first proposed by Barker (4). Barker's
method is based upon the equation
sat
=1z P 15
AR (15)

which follows from Eq. (5). Quantity Qi is defined by

~ _sat
®, =
RER N iR
Activity coefficients in Eq. (15) are replaced by the expressions

3
v, = exp [g- I xR ] (16)
* kfi ¥k T,P,x

2Tk, L

The composition dependence of g is expressed by an equation of
suitable form, and values of undetermined parameters in this equa-
tion are found by a regression procedure that yields a best fit of
the P vs. x data. The ¢; depend upon the y;, which are not ini-
tially known; thus an iterative procedure is required. The major
requirement for successful application of Barker's method is the
availability of an analytical expression for g that is capable of
producing a fit to the P-x data to within the limits of experi-
mental uncertainty. Abbott and Van Ness (5) and Abbott (6) dis-
cuss the development and selection of such equations.

There has been much discussion of the relative merits of
direct measurement, as opposed to indirect calculation, of vapor
compositions. Although the difficulty of precise measurement of
y's is generally conceded, there remains a strong body of opinion
that the redundant information provided by experimental values of
y (however much in error they might be) somehow enhances the relia-
bility of the eventual correlation for g. I do not subscribe to
this view. The difficulty of carrying out the necessary calcula-
tions by hand certainly at one time constituted a reasonable argu-
ment against indirect determination of y's, but the electronic com—
puter has removed this computational barrier. The experimenter's
time is best spent in achieving accuracy in the measurement of the
minimum number of variables required to characterize the system,
not in devising ingenious ways to collect redundant data.

Extension of Isothermal VLE Data with Temperature

According to Eq. (8), the excess enthalpy is proportional to
the temperature derivative of g:

E 2 dg
H = -
RT (aT)P,x S

Equation (17) suggests an alternative procedure to the direct
determination of isothermal VLE at several temperatures, namely,
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the use of heat-of-mixing data for extrapolation or interpolation

of g with T. Suppose for example that isothermal data are availa-
ble at a single temperature Ty, and that HE data are available at

two temperatures near Tj. Suppose further that HE/RT is known to

vary approximately linearly with T:

HE/RT = a + bT

where a and b depend upon composition only. Values of g at some
other temperature T, can then be found by integration of Eq. (17):

g(Tz) = g(Tl) - a in (TZ/Tl) - b(Tz—Tl)

Obvious extensions to this simple example are possible. Thus,
the method can be used for computation of isobaric VLE data. More
comprehensive expressions for the temperature dependence of H™ can
be employed, which_allow incorporation of several sets of isother-
mal VLE data and HE data. Finally, CpE data can be incorporated
into the procedure through use of the thermodynamic equation

E
E dH
Cp = (BT P,x (18)
An elegant example of the simultaneous use of isothermal VLE and
H® data to provide a complete and internally consistent set of
excess functions over a wide temperature range is the recent work
of Larkin and Pemberton (7) on the ethanol-water system.

Measurement of Low—-Pressure VLE Data

Hala et al (8) classify VLE measurement techniques in five
major groups: distillation methods, circulation methods, static
methods, dew-point/bubble-point methods, and flow methods. One
could add to this list some rather specialized techniques, but in
the main most modern low-pressure VLE work is done on two major
types of equipment: circulation stills and static equilibrium
cells.

In low-pressure vapor—-circulation stills, a liquid mixture is
charged to a distilling flask, and brought to a boil. The evolved
vapors are condensed externally into a receiver; excess condensate
returns through an overflow tube back into the distilling flask,
where it mixes with the boiling liquid. The compositions of the
boiling liquid and the condensate change continuously with time,
until a steady-state condition is reached. The steady-state com—
positions of the boiling liquid and the vapor condensate are taken
to be the equilibrium liquid and vapor compositions.

Hila et al (8) discuss at great length the design and princi-
ples of operation of circulation stills. The better stills are
complicated devices, which may involve circulation of boiling
liquid as well as of vapor condensate. Operation is often iso-
baric, with pressure regulation provided by a manostat. Special

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



94 PHASE EQUILIBRIA AND FLUID PROPERTIES IN CHEMICAL INDUSTRY

Vent

Vacuum +—Q)—
DPI \]/ ®

AL
[T VY. m

PG

Inert
PI 2 Gas

PI |

N p——

d
Constant—-T Bath

Figure 1. Schematic diagram of static VLE apparatus
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care must be taken when withdrawing samples for analysis, partic-
ularly if the temperature level is high and especially for the
vapor condensate, for loss by vaporization of the lighter compo-
nents can be significant.

In the static method, a liquid mixture is charged to an evac-
uated equilibrium cell, immersed in a constant-temperature bath.
Equilibration of the phases is brought about by vigorous stirring
of the liquid phase or, in some designs, by rocking the cell.

When the system has come to equilibrium, the pressure is read from
a gauge.

Measurement of the composition of the vapor phase is the most
difficult part of the static method, and probably accounts for its
infrequent use until relatively recently. At low pressures, the
total mass of vapor in the cell is small, so the vapor sample must
be extremely small in order that equilibrium not be markedly dis-
turbed on withdrawal of the sample. This difficulty can be
avoided entirely if one establishes vapor compositions indirectly,
by calculation. Liquid compositions can be determined gravimetri-
cally, and the P-x data reduced by Barker's method, or by inte-
gration of the coexistence equation.

Figure 1 is a schematic drawing of a modern low-pressure
static apparatus, designed by Gibbs and Van Ness (9). Pure
liquids 1 and 2 are confined in calibrated piston-injectors PI1
and PI2. The equilibrium cell is immersed in a constant-tempera-
ture bath, and pressures are read from a Texas Instruments fuzed-
quartz pressure gauge PG. The vapors are isolated from the gauge
by a differential pressure indicator DPI; fine adjustment of the
inert gas pressure actually measured by the gauge is provided by
a sensitive variable-volume device VV. Heater H prevents conden-—
sation of vapors in the line connecting the cell with the DPI.

The cell is evacuated before the beginning of a run. A mea-
sured amount of liquid 2 is then injected into the cell, the mag-
netic stirrer is activated, and after a short period of time a
vapor-pressure reading is taken. This pressure is the vapor pres-
sure P?at of pure 2. Small amounts of liquid 1 are successively
added to the cell, and pressure readings are taken after each
injection. The process is continued until the liquid-phase mole
fraction of 1 is about 0.6. The cell is then emptied and evacuated,
component 1 is added to the cell, and small amounts of 2 injected
until xo is about 0.6; pressure readings are taken after each
injection. The complete set of pressure-composition measurements
for both experiments constitutes the experimental P-x curve for the
binary system. The method is easily extended to ternary systems
[Abbott et al (10)]; one merely adds another piston-injector to
accommodate the third component.

The low-pressure static method has been developed to a high
degree of sophistication by the NPL Division of Chemical Standards
group [Pemberton (11); Larkin and Pemberton (7)]. In their work on
the ethanol-water system between 30(°C) and 90(°C), they claim an
accuracy in measured vapor pressures of +0.02% or +2.6(Pa),
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whichever is greater. The relative simplicity of the method and
the ease of operation of the equipment seem likely to make the
static technique a standard procedure for determination of low-
pressure VLE.

A critical requirement for successful use of the static tech-
nique is that the liquids charged to the cell be thoroughly
degassed. The cell is a closed system, so even small amounts of
dissolved gases can result in erroneous pressure readings. A
common--and time-consuming--degassing technique involves the
repeated freezing and off-gassing of the pure liquids. We are now
experimenting with degassing by distillation; our preliminary
results confirm the suitability of the method.

Conclusions and Remarks

(1) The most useful low-pressure VLE data are those taken at
constant temperature. I would discourage the routine collection
of low-pressure isobaric VLE data. Their reduction and interpre-
tation is difficult, and there is nothing to be obtained from them
that can't be found from a couple of isothermal experiments, or,
preferably, a single isothermal experiment and some heat-of-mixing
data.

(2) Measurement of redundant data is often difficult and fre-
quently unnecessary. For example, rigorous thermodynamic methods
permit the determination of vapor compositions from low-pressure
isothermal P-x data. If vapor compositions are not the most diffi-
cult quantities to measure, then alternative procedures may be
devised in which for example P is calculated from isothermal x-y
measurements, or liquid compositions from isothermal P-y measure-
ments. The point to be made is this: thermodynamics can be used
either for consistency testing, or to lessen the burden on the
experimentalist by reducing the number of variables he must mea-
sure.

(3) The pure-component vapor pressures play a key role in the
reduction of low-pressure VLE data. Since they appear in the
equilibrium equations as normalizing factors for the activitﬁ
coefficients, they directly affect the numerical values of G
through every data point. However, vapor pressures are highly
sensitive to temperature and to sample purity. Thus, to guarantee
internal consistency with the rest of the data set, they should be
measured with the same equipment and on the same lots of materials
as are the mixture vapor pressures. This unfortunately is not
always done, and one sometimes has to analyze an otherwise satis-
factory set of data with foreign vapor pressures, computed for
example from an Antoine equation extracted from the literature.
This can be risky. I would encourage all workers in this field to
measure and report pure-component vapor pressures along with their
mixture data.

(4) The vapor-phase fugacity correction, although not always
large, is often the weakest link in the data-reduction process.
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The source of uncertainty is usually the mixed second virial coef-
ficient Bji. Experimental data are rarely available for this
quantity, and one must resort to correlations. Good correlations
are available, but their mixture data base is small and needs to
be extended. There is a special need for vapor-phase volumetric
data on mixtures containing polar and hydrogen-bonding species.

(5) It would be useful if VLE experimentalists could define
by mutual agreement half a dozen or so referee test systems, as
the calorimetry people have done. These would be binary systems
for which pure-component vapor pressures were well known, and
which had been carefully studied by several investigators on dif-
ferent types of equipment of proven reliability. The systems
would be used for testing new equipment designs and new VLE data-
reduction methods.

(6) There is a need for experimental VLE work on systems com—
prised of non-off-the-shelf chemicals. Industrial colleagues have
confided to me the suspicion that many academic studies are based
primarily on the availability of certain reagents in chromato-
quality grade. This is not entirely an unfair assessment. What-
ever the basis for current neglect of such systems, the need is
there, and must eventually be met.

(7) We require more multicomponent experimentation. The hope
remains that theory will eventually produce methods for reasonable
estimation of multicomponent phase equilibria from data on the
constituent binaries. A solid data base is needed for the develop-
ment and testing of such theories.

(8) It is appropriate to acknowledge the role of the computer
in modern VLE experimentation. Data reduction is a key--but poten-
tially tedious--step in VLE work. The availability of high-speed
computational techniques has I think put this crucial step back
into perspective: no longer a major hurdle between experimentation
and theory, but a valuable adjunct to both.
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Notation

CPE = excess constant-pressure heat capacity
1 = fugacity of pure species i

£9 = standard-state fugacity of species i
fi = fggacity of species i in solution

g = G/RT

GE = excess Gibbs free energy

uE = exXcess enthalpy

L = as superscript, designates liquid phase
n = total number of moles

nji = number of moles of species 1
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= pressure
vapor pressure of pure i

= universal gas constant

absolute temperature

= as superscript, designates vapor phase

excess volume

mole fraction of species i in liquid phase

= mole fraction of species i in vapor phase
activity coefficient of species i

= fugacity coefficient of species i in solution

= factor in VLE total-pressure expression, Eq. (15)

1]
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Equilibria in Aqueous Electrolyte Systems at High

Temper atures and Pr cssurces

E. U. FRANCK

University of Karlsruhe, Karlsruhe, Germany

Aqueous electrolyte solutions are not restricted to moderate
temperatures and low pressures. They can exist and have been
investigated to and far beyond the critical temperature of pure
water and to pressures of several kilobars. Research on equili-
bria in electrolyte solutions in such a wide range gives valuable
scientific information on intermolecular and interionic interac-—
tion and kinetic phenomena in dense fluids. Practical applications
of the unusual combinations of properties of dense supercritical
fluids can also be anticipated.

Water will always be the predominant electrolytic solvent.

The temperature and density determine its properties. The relation
of these functions with pressure can be derived from static experi-
mental pvT-determinations which have in recent years been extended
to almost 1000 C and 10 kbar. At present, the internationally
recognized steam tables cover the region to 800 C and 1 kbar (1).
It can be expected, however, that critically compiled tables for a
wider range will be available to the industrial user in the near
future. Fig. 1 gives a temperature-density diagram (2,3,4,5,6) for
water to 1000 C and a density of 1.6 g/cm3. The critical point,
CP, (374C, 221 bar), and triple point, TP, are indicated on the
gas—-liquid coexistence curve. The points on the broken line
extending from TP to the right denote the transitions between dif-
ferent high pressure modifications of ice. At pressures above 25
kbar, water densities have been derived from shock wave measure-
ments (7). At 500 C and 1000 C, pressures of about 8 and 20 kbar
are needed to produce the triple point density of liquid water.

The region to about 500 C and 5 kbar is at present of particular
interest for laboratory experiments, possible industrial applica-
tion and geochemical phenomena.

The discussion of phase equilibria and ionic dissociation of
salts in water for a wide range of temperatures and densities
requires a knowledge of phase diagrams. Only a few salt-water
phase diagrams have been extensively investigated experimentally.
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This applies to the sodium chloride-water system which is an
exemplary case. Fig. 2 gives a schematic p~T-diagram of a two
component system with very different critical temperatures. One
observes a critical curve which is a projection from the three-
dimensional pressure-temperature-composition diagram on the p-T-
plane. The curve extends uninterrupted between the critical
points of the two pure components. The projection of a three-
phase-surface, SZLG, between a quadruple point and the triple
point Ty can also be seen. It does not intersect the critical
curve in this example. In the right part of Fig. 2 we have a
P-x-section taken between M and B in the previous diagram. At CP
the critical curve penetrates the P-x~plane.

In Fig. 3, a selection of experimental isotherms correspond-
ing to the g-f-curves of the right part of Fig. 2 is shown for
NaCl-Hp0 (8). A portion of the critical curve is shown for this
system and it is reasonable to assume, that it is of the uninter-
rupted type and will eventually extend to the critical point of
pure NaCl, which has not yet determined but will very probably be
above 2000 C. It follows from Fig. 3, that even above the criti-
cal temperature of pure water and at pressures readily available,
homogeneous fluid phases with much more than 10 weight percent
NaCl can exist over a wide range of conditions. This is undoubt-
edly true for other alkali salts. Solutions of this type exist
as hydrothermal fluids within the earth's crust and can possibly
be used for practical purposes too. Many other aqueous systems,
however, exhibit interrupted critical curves and different beha-
vior. An example is the SiO)~Hy0-system (9).

Critical Curves and Miscibility

The electrolytic properties of water can be varied by expan—
sion. Similar variations can be achieved by admixing an inert
volatile component to supercritical water at high pressures. Such
mixtures can have interesting properties without adding salt. In
recent years various binary aqueous systems have been investigated
by several groups and the two-phase surfaces determined. If the
nonaqueous component is nonpolar or only slightly polar, the criti-
cal curves are mostly of the interrupted type and the upper branch,
which begins at the critical point of the pure water, proceeds to
rather high pressures. Fig. 4 shows a number of examples (6).
These critical curves are a sort of envelope of the two-phase
region. At the high temperature side of the curves, the components
are completely miscible at all total densities. Above 400 C the
rare gases, nitrogen and light alkanes all appear to be miscible
with water. Two of the curves have a different character than the
others. Benzene-water has a critical curve with a minimum below
300 C at about 200 bar. Thus, dense homogeneous mixtures of water
with benzene and other similar aromatic compounds can be obtained
relatively easily (10). The curve for H,0-COp also proceeds to
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Figure 3. Experimental isotherms for the NaCl-H,0O
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rather low temperatures, indicating a certain degree of attrac-
tive interaction between the two compounds. This does not mean
stochiometric association, however, as shown by recent high tem~
perature~high pressure Raman measurements (11).

The two-phase boundary surface and the pvI-behavior in the
supercritical region has been extensively investigated (12,13,14).
In analogy to "salting out" effects at low temperature, one should
expect that a dissolved salt as a third component also affects
the miscibility of CO, and Hp0 in the critical region. This is
indeed the case as was shown some years ago (15). Recently exten-—
ded measurements with the H30-C0,-NaCl system has been performed
at several concentrations and the results are shown in Fig. 5.

The curves are for constant water~salt concentration ratios. The
CO7 content varies. This shows that the immiscibility range and
probably also the critical curve is shifted to higher temperatures
by 50C or more (16). Beginning with the critical point of pure
water, a part of the critical curve of the binary system H,0-NaCl
is also shown. It appears that by making use of the critical data
for the applied water-salt ratio, a certain unified, reduced repre-
sentation of the various curves can be obtained. A more rigid
theoretical treatment of a ternary system of this kind does not
seem to be possible at present. The experimental work is being
continued. This system is certainly one of the most important in
geochemistry.

Irrespective of the incomplete quantitative knowledge of the
interactions for a ternary system like HZO—COZ—NaCl one can attempt
to make estimates. Fig. 6 gives a tentative triangular diagram for
a constant pressures of 1 kbar to the melting temperature of pure
sodium chloride. The immiscibility curves of the binary systems
H,0-C0y and Hp0-NaCl are relatively well determined by experiments.
The lower right curve in the H,0-NaCl plane of the prism is based
on the solubility curve of NaCl in water at equilibrium pressures
(8) and can be only qualitatively correct at 1 kbar. Fig. 6 sug-
gests at least, that there is a rather extended range of homogen-
eous fluids in the H0-C0,-NaCl ternary system at high pressure
between 400 and 600 C. It is hoped that current work will permit
the construction of more reliable diagrams for different pressures
in the future.

Values of the thermodynamic functions based on experiments
for the two binary systems Hp0-NaCl and Hp0-CO, in the fluid one-
phase region at high temperatures and pressures have not yet been
sufficiently determined. New work in this field is being done at
present. As one example, Fig. 7 shows partial mola volumes of
NaCl in H90 which were calculated recently (17) from a critical
compilation of existing data. Fig. 8 gives excess Gibbs free
energy values of H,0-CO, mixtures for two supercritical tempera-
tures.

These are part of the results from calculations now being done
at Karlsruhe using both older and new experimental data and a
Redlich-Kister type equation of state.
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Dielectric Behavior

A quantitative discussion and prediction of phase equilibria
and fluid properties of electrolyte solutions will often require
the knowledge of the static dielectric constant or "permittivity",
¢, 0f the solvent fluid. The methods of prediction of the dielec-
tric constant of polar fluids for a wide range of densities and
temperatures including the supercritical region are still in an
early stage. It has been possible, however, to determine this
quantity experimentally for number of fluids of small, polar mole-
cules at sub- and supercritical conditions. Cylindrical autoclaves
have been used with built-in condensers, the capacity of which
could be determined and varied while filled with the fluid samples
at high temperatures and pressures. Although water will always be
the predominant electrolytic solvent, the electrolytic properties
of a number of other less polar fluids are also important in
industry and may become more so in the future. Examples are
methanol, acetonitrile, liquid ammonia and certain Freons. Fig. 9
gives experimental results for & of methylehloride along the iso-
bars (18). As expected, increasing the temperature and decreasing
the pressure lowers the dielectric constant. Since the dipole
moment of the isolated CH4F molecule of 1.85 debye units is almost
equal to that of an isolated water molecule (1.84 debye units) a
comparison with water is particularly interesting. The higher
e-values of dense water have to be related to its structure caused
by hydrogen bonds. The temperature and pressure dependence of the
dielectric constant of methylfluoride appears to be rather similar
to those of several of the more polar Freons and of ammonia. It
may be possible to describe and predict quantitatively the dielec-
tric properties of such polar, non-hydrogen bonded fluids on the
basis of the Debye-Onsager-Frhlich-Kirkwood theory by devising
suitable expressions for the "Kirkwood Correlation Factor."

For comparison in Fig. 10 an e-T-diagram for HCl1l is given
(19). Even in the high density supercritical region ¢ is much
lower than in CH4F. This mainly due to the lower dipole moment of
HC1 (1.05). Fig. 11 gives a temperature-density diagram of water
with a number of isobars. Superimposed on these are curves of
constant values of the dielectric constant (20). These latter e-
curves are based on an extensive critical survey of 47 papers with
experimental data which were published between 1920 and 1975. As
a result of this survey an equation for e = f(t,p) was derived of
the form:

e =1+ alr"lp

+ (azT—l + a, + a4r)p2

3
T+ a712)o3

-1 4
T + alo)p

-1
+ (aST + ag

-2
+ (aST + a8
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(t = T/100, T in K and p in g/cm3). This equation represents the
existing data.

It is obvious that even in water very high dielectric con-
stants occur only at relatively low temperatures and high densi-
ties. There exists, however, a wide range of supercritical condi-
tions, where the dielectric behavior is comparable to that of the
more polar organic solvents which to some extent can act as elec-
trolytic solvents. Finally, Fig. 12 shows a reduced temperature-
density diagram of HCI, H,0 and CH4CN with experimentally deter-
mined e-values of these three compounds, the dipole moments which
nearly increase as 1 : 2 : 4 from HCl to CH3CN., Such reduced dia-
gram may eventually permit first estimates of the dielectric pro-
perties of other polar fluids.

Ionization and Complex Formation

Some polar fluids exhibit a small degree of ion formation
even in the liquid state at room temperature and at ordinary pres-—
sure. This self ionization can be of considerable influence on
the dissociation equilibria of dissolved electrolytes. The pheno-
mena of solvolysis or hydrolysis in aqueous systems depend on the

e

—a—a— H20

05 10 15 25 25 30 35

Figure 12. Curves for constant values of the static dielectric constants of HCI, H,O
and CH,CN on a reduced temperature—density diagram
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ion dissociation of the solvent and may thus be of influence on
certain phase equilibria also. This is particularly true for high
temperature aqueous solutions. Examples are the "hydrothermal"
fluids of the earth's crust, which are important as natural trans-—
port media for minerals., Hot aqueous fluids of this kind can also
occur during exploration procedures for oil or for geothermal
energy.

The ion product of water, K, that is the product of the acti-
vities_or concentrations of hydroxyl ions and hydrogen ions in
mol 17" is close to 10714 mo12 7-2 at room temperature and normal
pressure. It can be expected that this quantity will increase at
elevated temperatures as well as elevated pressures. This has
been confirmed in recent years by many different experiments, some
of them extending to 100 kbar and almost 1000 C. Fig. 13 shows
the results in a diagram with log K, as a function of the density
in the form of isotherms and isobars (6). At 400 C and 1 kbar,
log Kw has increased to -11 and at 500 C and at the triple point
density of 1 g/cm3, log Ki; is -8. This means that one hundredth
of a percent of the water is dissociated into ions at these condi-
tions. At such conditions even alkali salts of the strong mineral
acids can be hydrolyzed to an extent comparable to that of acetates
in aqueous solutions at ordinary conditions.

If one considers the decrease of the dielectric constant of
water at higher temperatures, one could expect a lowering of the
ionic dissociation of dissolved electrolytes. This is indeed the
case shown by electrolytic conductance measurements. One example
is shown in Fig. 14 (21). It gives isobars of the specific con-
ductance of 0.01 molal KCl1 solutions to 800 C. Up to 300 C the
conductance rises at all pressures because of decreasing water
viscosity and increasing ion mobility. Beyond 300 C, however,
the declining isobars indicate a reduction of charge carrier con-
centration caused by ion association and decreasing dissociation
constants. Fig. 14 gives results only for a very dilute salt
solution. However, the hot natural brines which are found in
certain places often have very high salt concentrations. The con-
ductance and dissociation equilibria in such solutions approach
the behavior of fused salts. This is demonstrated in Fig. 15.

It shows experimental values of the molar conductance of NaCl in
aqueous solutions at the supercritical temperatures of 400 and

500 C as a function of the mole fraction of the salt (22). Mea-
surements could not be made beyond x = 0.1. The molar conductance
of the fused salt has been determined, however. It is not very
temperature dependent, so that an extrapolation of the conductance
to an assumed supercooled liquid at 400 C or 500 C seems to be
possible. These values are shown in Fig. 15. It is clear that
solutions with salt mole fractions of x = 0.2 and higher have pro-
perties closer to the pure fused salt than to the dilute solutions
as far as the conductance is concerned. A large fraction of the
ions is already in some way associated which must influence the
thermodynamic functions accordingly.
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The observation that supercritical dense water can ionize
dissolved salts suggests that one attempt electrolytic decomposi-
tion at such conditions. It is well known, that an increase in
temperature reduces overvoltages and it has been shown very early
that at room temperature with water, high pressures act in the
same direction. Both effects are shown by a number of simple cur-
rent-voltage curves for dilute, aqueous NaOH solutions in Fig. 16.
It is interesting to observe, that the curves increase quickly at
very low voltages if the temperature is high and that beyond 400 C
the decomposition potential is no longer clearly visible. A com-
plete analysis of this behavior has not yet been made. It is cer-
tain, however, that it is caused by the combined influence of high
ion mobilities, high diffusion constants of neutral molecules,
complete miscibility of oxygen and hydrogen in the aqueous solu-
tion and reduced adsorption at electrode surfaces at high tempera-
tures. As a consequence the electrodes appear to be almost non-
polarizable above 400 C. Very high current densities have been
obtained at such conditions. In order to consider the possibili-
ties of technical application, a knowledge of phase boundary sur-
faces and critical curves for water-oxygen and water-hydrogen sys-
tems would be desirable.

In the fields of power plant operation and high temperature
corrosion, in metallurgy and in geochemistry, a knowledge of sta-
bility regions and other equilibrium data for heavy metal complexes
in high temperature and supercritical aqueous solutions are of
interest. At present the relevant information is still limited.
Most of the results come from geochemical investigations (23,24).
Spectroscopy in the visible and near ultraviolet complex equilibria
of halides of cobalt (25), nickel (26), copper (27), zinc (28),
lead and other heavy metals (23). Fig. 17 gives one example with
adsorption spectra for cobalt chloride at 300 C and 500 C.

The extinction coefficient at 20 C and normal pressures is
shown which corresponds to the pink colored solutions of bivalent
hexaquo cobalt complexes. At 300 C and the relatively modest
pressure of 350 bar, the adsorption is considerably increased and
shifted to greater wavelengths. The solutions are blue, tetra-
hedral four-ligand cobalt complexes prevail. This tendency is
even more pronounced at 500 C. In equilibrium, such compressed
supercritical solutions contain the bivalent metal ions mainly as
complexes with the lower coordination number of four. Analogous
behavior has been found for nickel and copper. Stability con-
stants have been determined, which may be useful in the discussion
of corrosion products in supercritical steam and of the composi-
tion of hydrothermal fluids.

Conclusion

As a concluding remark it may be pointed out that properties
of the kind discussed above may also be investigated with other
classes of fluids. Fluid salts and fluid metals can be mentioned
as examples. Fig. 18 shows the specific conductance of mercury
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at supercritical conditions (29). If the pressure is raised to
about 200 bars, metallic behavior is found even in the gas phase.
Similar phenomena and thermodynamic properties are being studied
not only for mercury but also for some alkali metals.

Abstract

A survey is given of a variety of properties of dense polar
fluids and fluid mixtures at sub-— and supercritical conditions.
Aqueous systems in particular are considered. Critical curves and
miscibility, dielectric behavior, ionization and complex formation
are discussed and illustrated by examples.
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Polymer Equilibria

A. BONDI
Shell Development Co., Houston, Tex. 77001

The purpose of the present paper is to provide a generalized
view of those phase equilibrium characteristics of polymers or
polymer dominated systems which are unique to the 'polymer world".
This uniqueness may flow from the high molecular weight of techni-
cally important polymers or from the associated high viscosity or
from the glassy conditions which characterize the useful solid
state of many members of that class.

Another purpose of this paper is to assess the technical and
the economic significance of ignorance in this area of research,
because the purpose of this conference is served more by exhibi-
ting what we do not know than by the proud display of a seemingly
impregnable, coherent body of validated theoretical understanding.

The scope of this presentation is a sweeping survey with a
few in-depth excursions into valleys of significant ignorance.

General Principles

The dominant problem of phase equilibria involving a polymer
phase is the measurement problem: When has (or can) equilibrium
be called "established". The usual means for rapid equilibration,
forced convection, is not only difficult to implement, it may even
be impossible to do, when the required emergy input would actually
break chemical bonds along the polymer molecule's backbone chain.

Another problem is that of data correlation, or of data gener-
alization by means of well founded theory. At the rough approxima-
tion level we are (thanks to the work by Flory, Huggins, Prigogine,
Prausnitz, and others) in good shape, and heretofore that has been
quite adequate. But we shall see that recent studies of concen-
trated systems exhibit vapor/liquid equilibria which are not even
described qualitatively by existing theory, assuming that the mea-
surements are reliable.

In this discussion we shall take for granted that the reader
is familiar with the body of theory, according to which polymers

118
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are characterized by their molecular weight, their molecular
weight distribution, their cohesive energy density (or other mea-
sure of pair potential between unbonded neighbors) and the flexi-
bility of chains, measured empirically or characterized by bar-
riers to internal rotation and energies of rotational isomeriza-
tion of main chain bonds or bond groupings, the crosslink density,
if any, and electrostatic charge density, especially in the case
of polyelectrolytes. The latter will not be dealt with in this
survey.

Single Component, Two Phase Systems Solid/
Solid Equilibria in Crystalline Polymers

Polymorphism is far less common among crystalline polymers
than among crystals composed of small molecules. The reason for
this paucity is, of course, the constraint imposed by their one-
dimensional infinity upon rotational disorder, the primary cause
of polymorphism among organic solids. The few known cases have
been assembled on Table 1.

The situation is quite different, if we admit association
polymers as legitimate polymers. An outstanding example is the
class of the alkali and earth alkali metals soaps of long chain
fatty acids. Their polymorphic behavior is well established (1),
and is ascribed to the increasing mobility of the alkane groups
with increasing temperature. Typical examples are shown on Table
2,

Polymeric crystalline long chain esters of vinyl compounds
are, of course, the C~C backbone chain equivalent of those asso-
ciation~polymers.

Solid/Liquid Equilibria. Few polymer equilibria have been
studied as thoroughly as those at the melting point of crystalline
polymers. In large measure this interest may be caused by the
desire to understand the peculiar chain folding propensity of many
crystalline polymers. The currently accepted theory (2) associates
chain folding with an entropy phenomenon, such that chain folding
should disappear with increasing temperature; and, indeed, if one
raises the melting temperature high enough by conducting the soli-
dification from the melt at high enough hydrostatic pressure, chain
folding can be avoided, and completely straight chain crystals are
formed without chain folds (3). Thus the liquid/solid, pressure/
temperature phase diagram of polymeric crystalline solids, illus-
trated on Figure 1, is not quite comparable with those of simpler
compounds, because the two ends of each curve represent materials
in two quite different crystal morphologies. As this change is
gradual, and related to the molecular weight distribution, the Tp
vs. pressure curves on Figure 1 are without discontinuity.

A unique aspect of high polymer solid/liquid equilibria is
the orientation-induced crystallization at temperatures above Tp
(4). The best known instances of crystallization of T > T, under
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TABLE 1

EXAMPLES OF POLYMORPHISM AMONG CRYSTALLINE POLYMERSa)

Crystal °
Polymer Morphology t C
poly-l-butene rho 135/6
ter 122/4
ortho 106
poly—~l-pentene mono 130
port 80
poly-4-methylpentene-1 tet 235/50
2 125
2 75
poly 1,3 butadiene, trans I phex 100
mono 96
II phex 141
hex 148
poly cis isoprene mono 23
ortho 14
poly-cyclo-octene, trans tri 67/73
mono 62/77
vinyl cyclo pentene tri 292
tet 270
poly-p-xylylene, o mono 375
ortho 420
poly arcylonitrile, synd. hex 317
ortho 341
poly vinylchloride ortho 273
mono 310
poly vinylfluoride hex 200
ortho 230
poly 8-amino caprylic acid, o mono 185
phex 220
a)From Polymer Handbook, Brandrup, J. and Immergut, E. H.,

John Wiley, New York, 1975.
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EXAMPLE:

Polymer Equilibria

TABLE 2

POLYMORPHISM OF ASSOCIATION POLYMERS
THE ALKALI SALTS OF LONG CHAIN FATTY ACIDS®

)

121

So0lid/Solid Transition Temperatures and Final Melting Points, °

Carbon Number of Fatty Acid:

c

c

c

c

c

c

c

Cation  Cg 7 8 9 10 %2 G %6 G
Li m.p. 237 233 223 226
227 208 215 215

197 191

Na m.p. 361 363 360 355 348 329 311 302 283
235 242 243 243 245 246 246 251 255

- - - - 218 218 215 212 208

210 198 189 185 181 179 171 168 165

140 141 138 136 135

113 117 116

K m.p. >400 >400 >400 >400 >400 395 375 362 348
305 301 291 282 277 273 271 269 267

- 195 170

Rb m.p. ~“400 380 375 358
300 291 284 281

CS m.p. 385 370 358 345
295 290 279 273

a)From Baum, E.; Demus, D.; and Sackmann, H. Wiss. Z. Univ.

Halle (1970), 19, (5) 37.
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Figure 1D. Pressure dependence of the melting temperature, Ty, of Penton
for samples (a) crystallized at atmospheric pressure, and (b) crystallized at
the measurement pressure

conditions of tensile elongation are those of natural rubber and,
occasionally, of melt spinning. Similarly, orientation-induced
crystallization has been observed in melt flow, such as in injec-
tion molding, at high shear rates. A very high degree of stereo-
regularity or "tacticity" is necessary, so that long, uninter-
rupted parallel aligned stretches of molecule chains can form
stable crystal crystal nuclei that will grow rapidly into macro-
scopic crystals. A theoretical treatment of strain induced cry-
stallization with quantitative predictive power is still in its
infancy.

The relation of Ty or better of ASy and AHp (and AVy) to
molecular structure of crystalline polymers has been thoroughly
discussed elsewhere (5) and its display would go beyond the scope
of this review. Suffice if to say here, that Ty at atmospheric
pressure is measured so easily that its estimation by predictive
methods seems an uneconomical thing to do. The estimation of the
slope of the Ty vs. P line, (6) the so-called melting curve of
crystalline polymers seems no more difficult than of other sub-
stances. However, given the high viscosity of the polymer melt,
especially at high pressures, nucleation may be so retarded, to
make experimental melting point determination quite uncertain.

The Glass/Rubbery State "Equilibrium"

Glassy polymers are of such technical (and economic) impor-
tance that it would seem pedantic to ignore the very obvious physi-
cal change at the glass transition temperature. Morphologically,
both phases are liquid like, i.e. highly disordered on an atomic
scale. Furthermore the dramatic change in viscosity at the glass
transition temperature (Tg) is not much more gradual than it is at
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Tp. However, its strong dependence upon the cooling rate (Figure
2) clearly differentiates Ty from Tp.

The curve of Tg vs. P %Figure 3) has qualitatively the same
appearance as the melting curve, but the slope is well approxi-
mated, but not precisely described as that of a second order tran-
sition depending on the differences in the slopes of V vs. T and
V vs. P between rubbery and glassy state. Hence Figure 3 does not
qualify as a genuine phase equilibrium, even if it looks and acts
like one.

The Rubbery State/Liquid Equilibrium

There is now increasing evidence for the reality of the blips
in the differential thermal analysis at T > T,, at a temperature
identified as Tyj or liquid/liquid transition by Boyer (7). The
physics of this phenomenon have yet to be studied both phenomono-
logically as well as in terms of molecular motions. According to
some conjectures (8) Tyj is the temperature (range) characterizing
the change from entanglement of neighboring chains to a state of
freer intermolecular movement. The parallel change in T11 and in
viscosity with moelcular weight (shown on Figure 4) is the source
of this conjecture. Existence of a relation between the viscosity

T | — I
1012 -

| T,°C/sec _

10
1 008 L GLASS |
V | —

-2
10

1.004 |- =

10°%  LIQUID or RUBBER
1.000 10-5 _
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| ! |
-10 0 10 20
T-Tg® °C

Figure 2. Effect of cooling rate T on the observed glass-transition

temperature and specific volume according to the theory of Saito et al.

The rate 10° C/sec was chosen for the standard for which Ty = T°,

and V, = 1.000; dV,/dT was assumed independent of cooling rate.

(A. Bondi, “Physical Properties of Molecular Crystals, Liquids and
Glasses,” Wiley, New York, N.Y ., 1968)
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Figure 4. Logarithm of the solubility coefficients of rare gases in various

homopolymers vs. the boiling point, Ty, of the gas. [Lundstrom, J. E., Bear-

man, R. J., J. Polym. Sci., Polym. Phys. (1974) 12, 97] PVA = poly(vinyl

acetate), SR = silicone rubber, SRDC = silicone rubber, SRGE — 5% phenyl

silicone rubber, TREGEM — poly(tetraethyleneglycol dimethacrylate), PE =
polyethylene, NRUA — natural rubber.
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of polymer melts and chain entanglement is fairly widely accepted

9.

Two Component, Two—Phase System Melt/Gas

The predictability of the solubility of gases and vapors in
polymer melting is still just as elusive as it is for simple
liquids. Some hoary generalizations about the relative effects
of the molecular force constants (e and r,) of gases or of their
critical constants, and the solubility parameter of the polymer
melt can be used for interpolation purposes in a narrow group of
systems. But a good theory, or even a reliable engineering corre-
lation for a wide range of such systems have yet to be developed.

The solubility of polymer melts in highly compressed gases
(at T > T, and P >> P.) is of potential interest as a fractiona-
tion medium for polymers by molecular weight, because under some
conditions pressure is a more convenient variable than solvent
composition, and a less destructive variable than temperature.
However so far only exploratory experiments have been published in
this field (10).

Polymer Melt/Monomer Liquid(s)

The solubility of polymer melts in single component and in
binary monomeric liquid mixtures is so widely known and frequently
reviewed both with respect to practical applications, especially
for polymer fractionation, and with respect to theory that little
need be said here. The properties of monomer liquids and of poly-
mer melt which determine their mutual miscibility have been assem-—
bled on Table 3 and are seen to be quite similar to those which
determine the interaction between gases and polymer melts on Fig-
ure 4.

Four cases are of special interest, the precipitation of a
dissolved polymer melt by addition of a non-solvent, the separa-
tion of chemically different polymers by mixtures of several sol-
vents (below their CST), (11) the dissolution of a polymer melt by
nixture of two non-solvents, and the swelling of a crosslinked
polymer melt by monomeric solvents. The incidence of the first
three cases is described in Figures 5 and 6, respectively, for non-
specific interactions between polymer and solvent(s). Specific
interactions are qualitatively just as predictable as in the case
of specific interactions between monomeric liquids, say molecular
compound formation or acid/base interaction. But quantitative pre-
dictions are even more difficult here than in the monomer case.

Although polymers are commonly mixtures with a molecular
weight distribution of finite width we treat them as single compo-
nents, or better as quasi-single components. If we do so, all the
consequences of the phase rule are found to be valid. Moreover,

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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the incidence and shape of miscibility gaps is predicted qualita-
tively correctly by molecular theory. But no existing theory can
predict quantitatively the interesting miscibility gap geometries
shown on Figures 6 through 8 (12).

The swelling of crosslinked polymer melts is just a limited
dissolution. The only difference is that the effective molecular-
weight for interaction with the solvent is (M.) that of the chains
between crosslinks. Hence minimization of swelling is achieved by
the choice of polymer and solvent chemistry that minimizes mutual
compatibility.

There is increasing evidence that the activity of the solvent
such as plasticisers in highly concentrated systems is not ade-
quately represented by existing formulations, such as the Flory-
Huggins relations and their various higher approximations (;g).

In view of the increasingly convincing evidence for the
aggregation of polymer molecules into ''superaggregates' in concen-
trated solutions (14,15) these deviations are not surprising.
“Concentrated" means concentrations in excess of [n]~l. Far more
work needs to be done on the systematics of the aggregation con-
stants as function of concentration, solvent-polymers interaction,
and temperature before theories of the equilibria from concentrated
polymer solutions can even be formulated.

Melt/Melt Interaction. The simplest formulation of polymer
solubility in terms of regular solution theory on Table 3 or Fig-
ure 4 makes it very clear that high molecular weight (or volume)
of the solvent must be compensated for by small differences in their
solubility parameter, if mutual compatibility is to be maintained.
When both components of the mixture are high polymers, compati-
bility is commonly achieved onlg w?en their solubility parameters
differ by less than .05 (cal/cm )1 2 In other words, most polymer
melts are incompatible with each other. Even dilute solutions of
two different polymers in a single solvent will separate into
dilute phases. The rare exceptions of compatible yet different
polymers are shown on Table 4.

Hence most so-called "polyblends' are highly dispersed two
phase systems which are prevented from separating into large scale
phases by potential energy barriers impeding flow (16) or by the
skillful introduction of crosslinks (19).

Glass/Gas (or Vapor). Polymers in the glassy state are plas-
ticized by most monomeric substances with which they are compatible.
Hence we are concerned here with those solutions of substances in
the glass for which T, > T (observation). Measurements of the par-
tial pressure of the volatile solute over such glassy solutions are
generally better represented by a combination of a Langmuir iso-
therm with Henry's law. The common explanation is that the bulk of
the volatile solute is adsorbed on the surfaces of minute voids in
the glass, rather than being dissolved in the glass (18,19). These
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TABLE 4

COMPATIBLE POLYMER PAIRSa)

Polymer 1 Polymer 2

Polystyrene poly-2-methylstyrene
poly-methylvinyl ether

poly-2,5 dialkyl-phenylene oxide
benzyl-cellulose

poly caprolactam polyvinyl chloride

" various poly ethers

nitrocellulose
polyvinylidene fluoride polymethyl methacrylateb)
1" 1" ethyl "
polyvinyl chloride butadiene/acrylonitrile copolymer

" ethylene/vinyl acetate copolymer

Polymethyl methacrylate (iso) same syndiotactic

" nitrocellulose

a)From data by S. Davidson and by D. R. Paul.
b)Confirmed by Brillouin-Scattering, Patterson, G. D. et al.,
Macromol. (1976), 9, 603.

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



132 PHASE EQUILIBRIA AND FLUID PROPERTIES IN CHEMICAL INDUSTRY

voids are said to be the result of the inability of the glass to
acquire its equilibrium density in the face of viscous resistance
to bulk flow.

The practical importance of this observation and of the in-
creasing evidence for the orientation dependence of gas or vapor
solubility in glassy systems derives from the increasingly wide-
spread use of glassy polymers as gas and vapor barrier films.
Their permeability for the gas is, of course, the product of gas
solubility and diffusion coefficient.

Given this practical importance, it is obviously awkward that
the equilibrium constants of the dual mode sorption equations can-
not be correlated with the properties of the polymer and of the
permeant. Such correlations are reasonably successful in the rub-
bery state. Owing to the effects of mechanical and thermal history
of the glass on the incidence and effective surface area of the
voids, a reliable generalized correlation for prior estimations of
the three constants for gas sorption in glassy polymers may never
be possible.

Yet more complicated is the sorption equilibrium of more
soluble substances in glassy polymers. Since they plasticize the
glass far more than the less soluble gases do, sorption causes
drastic changes in the polymer, including the building up of
stresses along the sorption front. Sorption equilibration under
such circumstances is with a glass only at very low solvent acti-
vities, while at higher solvent activities it would be with a rub-
bery substance. The "vitrification concentration' of the solvent
which separates these two regimes is, of course, well known from
plasticization experiments, but has rarely been systematized for
other solvents.

Crystal/Solvent. Given the difficulty of finding suitable
solvents for the technically important high melting crystalline
polymers, it is perhaps not surprising that only little work has
been done on the discovery of eutectics between crystalline poly-
mers and solvents of nearly similar melting points. These solvents
then must be completely miscible with the polymer in their respec-
tive melt states, and completely immiscible as solids. Such sys-
tems have acquired practical significance because of the unique
fibrillar morphology of crystalline polymer which precipitates at
or near the eutectic point. In the current context it is important
to note that the experimentally observed phase diagram, Figure 9,
differs substantially from that predicted by the Flory-Huggins
theory. At present it is not clear whether that difference is
real or whether it is due to retarded crystallization of the poly-
mer (12,20).

Glass/Plasticizer. Basically this system is just a variant
of the liquid/liquid system. However, the effect of phase separa-
tion on the glass transition temperature is not only time depen-
dent, as expected. but can also be quite unique. This is best
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Figure 9A. Phase diagram of the system

linear polyethylene—1,2,4,5-tetrachloroben-

zene. ) Flory-Huggins theory calcu-

lations, (@) melting temperatures of mix-
tures quenched at 87 C. (20)
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Figure 9B. Phase diagram of the
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Figure 9C. Phase diagram for polyethyl-

ene with various solvents: W,, = wt frac-

tion of polymer; @, nitrobenzene; O amyl
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Figure 10. Variation of the DSC glass-transition temperature of

bisphenol-A polycarbonate with concentration of plasticizer. Curve

A: Pentaerythriol tetra nonanoate; Curve B: Trimellitic acid tri-

decyloctyl ester Ty (1) and T, (2) of two polymer solutions in equi-

librium with each other after storage for one day at room tempera-
ture; Curve C: Tritolyl phosphate.
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illustrated by the recent thorough studies of polycarbonate (21).
Typically, in the case of partial miscibility, there is just a
separation into pure plasticizer and a polymer phase with fixed
plasticizer concentration and constant, correspondingly depressed
T,, regardless of the initial mixture composition. In one case,
with tri(decyloctyl) trimellitate as plasticizer, the polymer-
plasticizer phase separates after some time into two polymer
phases with widely differing plasticizer content and correspon-—
dingly two constant Tg's across the entire phase diagram, as
shown on Figure 10. That figure also shows the curve for the nor-
mal depression of Ty with increasing plasticizer concentration.
None of the otherwise successful theories of polymer solubility
behavior predict this curious phenomenon.

Multi-Component/Multi-Phase Systems

Block Copolymers. The chemically stabilized permanent two
phase systems which are obtained by block-copolymerization of
incompatible chains exhibit the rather unexpected gas solubility
characteristics shown on Figure 11. Tentatively this peculiar
behavior has been ascribed to the special properties of the 'inter-
facial" region between the two polymer phases (19). If the reality
of the special properties of such an interfacial region is vali-
dated by independent experiments, we can speak of a component
phase. Given the early development stage of this field, a defini-
tive theory must be based on far more experimental work than has
been produced so far.

Co-Extruded Films. The limited compatibility of polymers
makes it possible to coextrude an arbitrary number of different
polymer films or fibers, and maintain their separate identity
indefinitely, even though they are in contact on a molecular scale.
Even large differences in density are not likely to lead to observ-
able Taylor instabilities over practically significant time inter-
vals at temperatures at which the films are effectively solid.
Viscosity reduction through composition changes or elevation of
the temperature would, of course, allow the development of such
buoyancy driven instabilities.

One economic driving force for making such multilayer films
is the need for films of low permeability for several different
gases, which can rarely be achieved by a single polymer. The solu-
bility of different gases in the different films is independent of
each other.

Adsorption Equilibria

The adsorption of polymers out of their solutions at liquid/
solid, liquid/liquid, and liquid/gas interfaces is at present a
very frustrating subject for broad generalizations. This frustra-
tion is caused by the appearance of ever more independent variables
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which complicate the situation. Adsorption of non-polar or
slightly polar polymers out of dilute athermal or near athermal
solution on planar surfaces can be described reasonably quantita-
tively by the established techniques of statistical mechanics and
thermodynamics of polymer solutions (23). The outcome is that the
polymer coil attaches to the surface at comparatively few spots.
Consequently the thickness of the adsorbed layer is of the same
order as the diameter of the random coil in the dilute solution
from which it has been adsorbed.

Conversely, very polar polymers, strongly adsorbed out of
thermal solutions are found to be strongly attached in most un-
coiled configuration, i.e., nearly flat on the planar surface,
especially if their molecular weight is not very high (24). 1In
such cases a substantial fraction of the adsorbed polymer can be
so strongly adsorbed to be virtually unelutable. Polymers in
helical configuration in solutions are also adsorbed as cylindri-
cal helices lying flat in the solid/liquid interface (25).

Adsorption of polymers approaches equilibrium very slowly
because in general the lowest molecular weight components are
adsorbed first, even if least strongly. They are then slowly dis-
placed by the higher molecular weight components which dominate
the adsorption equilibrium, especially in athermal solutions. If
the adsorbent is porous, the higher molecular weight components
may be excluded on geometrical grounds, and the steady state does
not represent the thermodynamic equilibrium of the corresponding
planar surface.

Adsorption equilibria for polymers out of concentrated solu-
tions as function of concentration frequently exhibit very pro-
nounced maxima (Fig. 12). These unusual curves can be accounted
for if one assumes that the adsorbed species are in aggregation equili-
brium in the solution, depending upon the amount of surface area
per unit volume of solution. Hence one expects that the adsorption
equilibrium out of concentrated polymer solution may not only be
approached with "infinite'" slowness but is also a function of the
system characteristics, and the definition of reproducible condi-~
tions contains many more variables than one is used to from the
more common work with dilute solution. This complexity is parti-
cularly awkward when one deals with the important case of competi~
tive adsorption of polymers out of concentrated multicomponent
solutions, a common phenomenon in many industrial processes, such as
paint adhesion, corrosion prevention, lubrication, especially wear
prevention, etc.

Conclusions

This quick survey of non-electrolyte polymer equilibria demon-
strates that phenomenologically, of course, systems containing
polymers do not differ from monomeric systems. An important com-
plication is the everpresent polymolecularity of individual
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Figure 12.  Adsorption equilibria for polycarbonate (PC) and polystyrene (PS)
out of concentrated solution in CCI, at 25°C onto different amounts of Aerosil
Silica:

(1) (2) (3) (4) (5)
g/l 5 10 20 30 40
A = g (Adsorbate)/g (Adsorbant) (15)

polymer species, which systematically distorts all phase diagrams
of polymeric systems. But exact relations between the shape of
phase diagrams and the width of molecular weight distributions
have yet to be developed.

Similarly, molecular theory successfully describes one aspect
of polymeric systems, namely their dilute solution behavior, but
on occasion does not even predict qualitatively the phase equili-
bria of concentrated polymer systems, and rarely does so quantita-
tively. The high viscosity of such systems often prevents or cer—
tainly slows the approach to equilibrium, so that the measurement
problem can be substantial.

The glassy 'phase'" owes its separate existence to the very
high viscosity. Moreover, the practical importance of polymers in
the glassy state has led to far more studies of '"phase'" equilibria
involving this pseudo solid, than has ever been devoted to mono-
meric glasses. Hence the present survey includes glassy systems
as well. Needless to say that a definitive theory of glass transi-
tion pseudo phase boundaries has yet to be developed, many attempts
in that direction not withstanding.

Finally, what would be the economic impact of improved theoret-
ical understanding of polymer equilibria, given that polymer pro-
cessing and applications technology have grown faster than those of
any novel material, except perhaps solid state electronics. In the
absence of multistage separations processes involving polymers, one
of the most important economic driving forces of industrial thermo-
dynamic studies is missing from this field. Where, on the other
hand, improved theoretical insight leads to qualitative changes in
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the understanding of polymer physics, new vistas would be opened
for imaginative inventors of new compositions of matter or of novel
processes. Those developments could have a far greater impact than
improving the precision of our estimates of the location of phase
boundaries from molecular parameters. One area promising qualita-
tively novel conclusions might be a good theory of superaggregate
formation in concentrated polymer solutions.

Abstract

The present survey examines the current state of ignorance
wherever polymers form part of a phase equilibrium in non-electro-
lyte systems, whether in or with solids, liquids, gases or surfaces
(by adsorption). Overall we note the absence of a reliable means
to estimate the effect of molecular-weight distribution on the shape
of phase equilibria. An exception may be fractional precipitation
by solvent/non-solvent combinations.

Among the more significant ignorance islands we find: tensile
strain and strain rate induced crystallization; equilibria in con-
centrated polymer solutions, the detailed shape of miscibility gaps;
solubility of polymers in high pressure gases; vapor-liquid equili-
bria in block copolymer systems; adsorption of polymers out of their

concentrated solutions. Ignorance in these areas is noted by the
engineer insofar as he cannot even make crude a priori estimates

of these equilibria, and after asking a chemist for a few experi-
mental data points, is hard pressed to put those few data into a
correlational framework for expansion into the data network that

he commonly needs for process design calculations, or for materials
properties estimation over the usual range of the independent vari-
ables.

The absence of large scale multistage separations processes
involving polymers removes the economic incentive which drives
phase equilibrium studies in the world of simple chemical substan-
ces. Moreover, given the large number of composition variables
available to and exploited by the polymer chemist as well as the
multidimensionality of the measurement problem, we can expect the
elimination of ignorance islands by the private sector only where
continued ignorance is too costly to bear as a source of design and
performance uncertainties. We can only hope that important new
insights from investigators in academia will encompass one or more
ignorance islands incidental to the resolution of more basic prob-
lems in polymer physics.
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Discussion

J. P. OCONNELL

The papers presented in these two sessions describe well
both the generalities and specifics of the state-of-the-art in
this area which is so essential in the design and modeling of
chemical processes. It would be redundant for me to repeat what
is said in them, but it may be appropriate for me to summarize the
impressions that I received and note some of the more relevant
discussions which followed.

First, I think it is correct to say "you've come a long way,
baby!" in the sense that the thermodynamic and physical basis has
been laid for nearly all of the important situations encountered,
there are many correlations which are at least adequate for most
practical purposes, and there are many data available on systems
of importance which are continually drawn upon for screening
purposes and design calculations.

For example, there are many equations of state (about which an
excellent report is given elsewhere in this volume) and corres-
ponding states' correlations which are used daily with considerable
satisfaction for "normal" fluids including mixtures (nonpolar and
weakly polar-substances). There are numerous accurate and flexible
activity coefficient correlations which can describe more complex
systems provided data are available to determine their binary para-
meters. In the absence of this, the methodology of group contri-
butions has passed through successive generations to a fairly high
degree of generality and accuracy. There are gas—-liquid chroma-
tography for infinite dilution properties and other automated
apparatuses for easy measurement of highly accurate vapor-liquid
equilibrium data, particularly at lower pressures. Computational
sophistication, including the fitting of data and convergence of
iterative calculations, has reached impressive heights. Although
perhaps less well recognized, broadly applicable theories from
statistical mechanics and most of the fundamentals of the critical
region have been worked out so that development toward application
can be started.

However, it is also true that "you ain't there yet!' because
there are many systems which cannot even be characterized and
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others for which present descriptions are insufficiently accurate,
if not actually erroneous. There have been many "failures"
(defined as designs based on physical property information whose
performance deviated significantly from specification, for worse,
or perhaps better, in an economic sense) and possibly ''disasters'
for which no alternative methods exist even now. In addition, as
time passes our ability to afford large safety factors will be
decreased.

For example, how should hydrocarbon fractions really be
characterized? What are the species which actually exist in
systems in which strong or even weak chemical reactions can occur?
Is there a way of putting a "chemist in the computer" to warn of
such phenomena? No equation of state presently available describes
mixtures of polar and nonpolar substances in the dense gas or
liquid regions (though the second virial coefficient can be used
for moderately dense systems). While the article of Leung and
Griffiths (Phys. Revs., 1973) shows the formalisms of the critical
scaling laws for mixtures, these have not been developed for use.
Generalized correlations for liquids containing significant amounts
of ionized species along with nonelectrolytes are nonexistent.

Most aspects have not been worked out for the thermodynamic
properties and equilibria of systems of macromolecules in the
crystalline, glassy, or solution form. There is much uncertainty
about the use of dilute solution reference states for supercritical
components, particularly in multisolute, multisolvent solutions.
The prediction of liquid-liquid phase boundaries and the concomitant
vapor-liquid distribution coefficients is not on a par with that of
less complex systems. In addition to correlation inadequacy, even
for those situations where equations are available, inadequate data
bases exist for establishing parameters, particularly for many
group interactions. It is accepted that, except for accurate
prediction of ternary and higher critical points (such as liquid-
liquid plait points), only binary interactions need to be charac-
terized, usually by a single constant for either equations of state
or activity coefficients. Yet a very large number of binaries have
not yet been addressed.

To improve upon this situation, the major source of ideas must
come from applying molecular concepts through adopting statistical
thermodynamics. The efforts described by John Prausnitz and others
in the conference are only beginnings. Yet their success warrants
further investigation. One aspect of their use will undoubtedly
establish new characterization methods requiring data which are
different from the normal kind.

Finally, then "lets get moving!" Our speakers exhorted us to
concentrate our efforts on the unsolved problems. Incremental
changes in present correlations (except to correct obvious defi-
ciencies in form under extrapolation), and new measurements of
systems whose properties are subject to little uncertainty (except
for checking equipment) are uninteresting. The challenge is to be
creative. I believe the greatest success will occur when communi-
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cation and cooperation, such as at this conference, are established.
In general, the limiting factor for new ideas is the bridge of
development. Let us all resolve to build it whether we are
researchers or practitioners. With all the possibilities available,
let it not be said that a delay or a lack of a solution to the
technological problems of the present and future could be laid at
our feet for want of adequate descriptions of physical properties.

Comment submitted by J. S. Rowlinson:

John Prausnitz had mentioned the excellent agreement with
experiment that Mollerup had obtained in the gas-liquid critical
region of binary hydrocarbon mixtures. Mollerup's results were
obtained with a good reference equation of state for methane (but
one which is classical in form and so which does not describe
accurately the known nonclassical singularities in the thermody-
namic functions at the critical point), and with a one-fluid model
based on a mole fraction average (or "mole fraction based mixing
rules').

It is, perhaps, worth comment that no improvement would be
made by using a more correct reference equation of state (i.e., one
with the correct singularities) unless the mole fraction averaging
is also abandoned. To do this first step, without the second,
means that the singularities are lost in the mixture calculations--
the mixture critical point is still classical. 1If, however, the
mole fraction average be abandoned also, and replaced by mixing
rules based on a composition variation of the absolute activity
Ai = exp (uq/kT), where u is the chemical potential, then the singu-
larities are preserved on going from pure reference equation of
state to the mixtyre. This has been shown by Leung and Griffiths
(Phys. Rev.) for “He - 4He mixtures. It may be that this composi-
tion variable is worth further study in the mixing rules.

Question by D. T. Binns:

In computer calculations for distillation or flowsheeting,
K-values subroutines may be called thousands of times. Routines
based on complex equations of state can make the computation costly.
Is this a problem here? Have you, or anyone else present, any
experience of fitting data, either measured or calculated by an
appropriate equation of state, to something simple for use in
computer programs? For instance, it should be possible to fit the
two Redlich-Kwong parameters per component instead of calculating
them from critical constants. It would also be possible to
incorporate enthalpy data which may be available, so helping ther-
modynamic consistency.

Reply by T. Kré6likowski:

There have been some examples, but computer costs are now so
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low that it is not worth the trouble. Some economy can be
achieved by calculating K-values only every fifth iteration. We
go ahead and use the best equation of state.

Comments by A. Bondi:
Regarding the paper presented by J. Prausnitz:

1. For the advance guess or the correlation of adsorption isotherms
under supercritical conditions, I can see no alternative to the
estimation of the need p (for the driving force p/p ) via the
extrapolation of the vapor pressure curve beyond T , which you
deprecated. ¢

2. Your elipses, the rather striking evidence for the use of an
inappropriate data reduction scheme, should be given wide
exposure. Chemical engineers are now highly skilled in making
the computer represent data by quite complex regression equa-
tions. But many seem to be far less careful in watching for
autocorrelation among coefficients in these equations, and in
ascertaining the significance of each coefficient than are our
colleagues in economics and elsewhere in teh behavioral
sciences. The absence of reference to autocorrelation and
coefficient quality criteria from most papers on the multi-
constant equations of state is rather serious evidence for
this state of affairs. Maybe this needs some more emphasis in-
the teaching process.

Dr. Kr6likowski, you and your coworkers' observation diffi-
culties in physical properties estimation for two process streams
containing aldehydes, alcohol(s) and water is not surprising.
Aldehydes react with water to form hemihydrates by

0 OH

OH

and they react with alcohols to form hemiacetals by

0
|
-C-H + == R.-C-0-
Rl C-H R20H Rl ? 0 R2
ol

In both cases there is a steep increase in viscosity, as shown by
the examples of my own experience, shown on Figures 1 and 2, and
naturally a substantial increase in density, as shown on Figures 3
and 4. These reactions are reversible and-—as shown--of less
importance at high than at low temperature. Moreover, once one
has recognized what chemistry is going on, the mixture properties
can be estimated with fair approximation, as shown by the compari-

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



O’CONNELL Discussion 145

100
— 32°F =
|- 4
| A

g

< 10

2 -

3

=

a

3

2

L

] 100°F

§ ! 00

£ d?

B4

"

2

IR
C
B —_—
B 200°F
C _

0.1 L1 1 | | A S|

0 0.2 0.4 0.6 0.8 1.0

Mole Fraction, 3-Ethoxy Propionaidehyde = x

Figure 1. Viscosity of mixtures of 3-ethoxy propionaldehyde with
water at various temperatures

In Phase Equilibria and Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



146 PHASE EQUILIBRIA AND FLUID PROPERTIES IN CHEMICAL INDUSTRY

100

I
lllllJ

32°F

100°F

Liquid, Kinematic Viscosity, centistokes

B 200

0.1 1 L [ R ! |
0 0.2 0.4 0.6 0.8 1.0
Mole Fraction, 3-Ethoxy Propionaidehyde = x

Figure 2. Viscosity of mixtures of 3-ethoxy propionaldehyde with
ethanol at various temperatures

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



O'CONNELL Discussion 147

0 1.0
=2 -4 038
Alny

L
[}
€ -4 — —4 0.6
~ a
mE £
] <1
>

-6 |— —4 04

VE
8 0
] | i ! | i
0 0.2 04 0.6 0.8 1.0
X1

Figure 3. Volume contraction (VE) of mixtures of 3-ethoxy propion-
aldehyde with water at 0°C compared with deviation of the viscosity
from the ideal mixing rule

0 1.6

2 Alnvy J
o | .
°
E a
4 — 08 ¢
5 3
SoL Ve .

-6 — 04

-8 J ‘ L [ 1 } I 0

0 0.2 04 0.6 08 1.0
x1

Figure 4. Volume contraction (VE) of mixtures of 3-ethoxy propion-
aldehyde with ethanol at 0°C compared with deviations of the vis-
cosity from the ideg] mixing ryle

merican Chemica
Society Library
In Phase Equilibriaand Fluid Pli%&l éﬁ&@n§&eﬁfy1 ndustry; Storvick, T., et al.;

ACS Symposium Series W ington, DC, 1977.



148 PHASE EQUILIBRIA AND FLUID PROPERTIES IN CHEMICAL INDUSTRY

sons of Table 1. A few literature data for mixtures of acetaldehyde
with water show a similar behavior.

The main point of these discussion remarks is to emphasize the
need for a very alert chemist on the properties estimation team.

In my case it was a 'gut feeling" when I asked for the mixture
properties to be measured rather than slip a routine estimation
into a process manual. The wise explanation of the chemistry came
only as we all contemplated the unexpected experimental evidence.

The potential costliness of property estimation errors caused
by the unexpected formation of (loose) covalent or molecular
compounds among process streams components calls for an early
remedy. One of these might be to have the editor of C.E.P.
commission a well known authority on molecular compounds and
related chemistry to write an article for engineers including a
table with danger signals for insertion into design engineers’
notebooks.

These remarkable data presented by Dr. Franck are so diffi-
cult to obtain experimentally that their estimation with paper and
pencil is clearly worthwhile. Can one estimate the dielectric
constants in your supercritical range from a combination of

Table 1 - Estimation of viscosity* of Hemihydrate and
of Hemiacetal of 3-~Ethoxy Propionaldehyde compared with
observation on Figures 1 and 2.

Substance t, °C | Nest. | Mobs.
Ha
c OH
et-0-c” ¢l 4 | 022 | 023
Hy H>OH
c’C\o"’H\o
1 | o | 018 | 0.12
C c
~ C/ \o/ ~ C

*By method in A. Bondi "Physical Properties of
Molecular Crystals, Liquids and Glasses',
Wiley 1968.
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dielectric polarisability, such as modern Clausius-Mosotti deri-
vatives, with the reduced temperature (T/T )? Can one estimate
the electrical conductivity in your supercritical range from any
theory of the Walden product A*n or other semi-empirical
correlation?

Dr. Franck indicated that the Calusius-Mosottieffect had been
treated using the Onsager-Kirkwood corrections with agreement
between experiment and theory that is only satisfactory.

Chemical reactions commonly occur between water and other
molecules. Hydrocarbons start to react at 400C so the chemical
equilibrium and physical equilibrium are simultaneously observed.

Solid-liquid melt lines have not been studied at the
Karlsruhe laboratory. Some caution must be used at these ''super-
pressures' because molecules deform enough that they change their
chemical identity.
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Industrial Uses of Equations of State: A State-of-the-Art

Review

STANLEY B. ADLER, CALVIN F. SPENCER, HAL OZKARDESH,
and CHIA-MING KUO

Pullman Kellogg Co., Houston, TX 77046

The objective of the presentations at this conference, as the
authors of this paper understand them, is to document the state of
the art in various areas of thermodynamics. In turn the ultimate
objective is to enable academia to grasp the needs of industry,
while industry becomes better acquainted with the new tools devel-
oped in the universities.

Those of us from industry on the week's program have been
asked to describe, from the industrial side of the fence, the cur-
rent activities, developments, and applications of particular
assigned areas of phase equilibria or physical properties correla-
tion. This paper pertains to equations of state, espedially their
application in phase equilibrium predictions. It is not the inten-
tion of this talk, nor would it be appropriate, to review all the
equations of state that have been published. An excellent paper
by Tsonopoulos and Prausnitz (1) does make such a review. Instead,
this paper will present the applications and limitations of some of
the principal equations of state in current use.

At the very outset—--before even getting to the body of this
paper-—it is necessary to picture the magnitude of industrial
involvement with equations of state. The two lists given in Table
I summarize the basic outlines of this involvement. In one cate-
gory the research aspects of industrial work in equations of state
have been assembled. In a second category, the applications in
which equations of state are intermixed with thermodynamic princi-
ples in day-to-day process and design problems and computations are
shown. To put it another way, the first list deals with sharpening
the tools; the second list with using the tools.

Characteristics of Equations of State Required by Industry

When equations of state are used in industry they must possess
two essential characteristics: (1) Versatility and (2) Workability.
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Versatility. To best describe the versatility possessed by

equations of state, a quotation is taken from Professor Joseph
Martin (2), a long time investigator in this field.

"The second reason for developing new equations of
state concerns the exceptional power and utility of an
equation of state. When combined with appropriate
thermodynamic relations, a well-behaved equation can
predict with high precision isothermal changes in heat
capacity, enthalpy, entropy and fugacity, vapor pres-

TABLE I

Research Aspects

SN

Develop completely new equations.

Improve existing equations.

Test existing ones for successes and failures.

Study application to mixtures.

a. new models

b. mnew interaction constants

Extend given equations of state to other properties, modify if
necessary for improvement

e.g., Redlich-Kwong to enthalpy [Barner et al., (3)]

Extend to lower and lower temperatures.

Get constants for more and more substances.

Extend usefulness of equations of state to new applications.
a. addition to minimization of free energy technique

b. to solution of freeze-out problems

Develop a whole new approach-—-combining existing equations:
one for liquid and one for the vapor, and even one for pure
liquid fugacity.

Thermodynamic Applications in Process Engineering

Compressibility.

Enthalph and heats of mixing.

Liquid-vapor equilibria: bubble-point, dew-point, flash
vaporizations; predictions in the retrograde region.
Liquid-l1iquid equilibria.

Liquid-vapor—-solid equilibria and freeze-out problems.

All phases with chemical reaction equilibria simultaneously.
Prediction of critical points and the critical locus of a
mixture.

Prediction and interpretation of results for thermodynamic
anomalies, e.g., multiple bubble~points.

Incorporation of equation of state as a tool in computerized
flow sheet calculations for an entire process.

In calculation of data charts issued company-wide in Data
Books, particularly in K constant charts for liquid-vapor
equilibrium.
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sure, latent heat of vaporization, activity coeffi-

cients, and vapor-liquid equilibria in mixtures, not

to mention the assistance it offers in transport pro-

perty correlations. Unfortunately, even though the

useful applications of an equation of state are so

extensive and attractive, the development of a high

performance equation proves to be so involved that to

date no one has come close to discovering a single

relation which is truly good over a wide range of

density."”

As Martin pointed out, the equation of state is a powerful
tool. Working with it to solve problems is an exciting occupation.
Nevertheless, before getting into the exciting side of the picture,
it is necessary to paint the prosaic, more mundane side. The rea-
son for doing so is that this paper was designed to give the indus-
trial point of view. In industry we must have a tool that works,
that is flexible, that can reach a solution without having a com-
puter failure after the calculation has proceeded as far as the
mid-tray in a one hundred tray distillation tower. The word flexi-
ble, mentioned in the previous sentence, covers a myriad of attri-
butes. The equation of state, as Martin said, must be suitable for
all the thermodynamic and physical properties--not just enthalpy or
compressibility as many published equations of state are. As an
initial requirement it should be able to generate these properties
for vapors, both for pure components and mixtures. Vapor-liquid
equilibrium calculations demand, as an additional requirement,
application to liquids and liquid mixtures. As an added require-
ment it would be expedient to have it apply to petroleum fractions
which are a continuum of many components that cannot individually
be defined. This is truly asking a lot, yet all the requirements
are integral parts of a typical process design calculation.

Some of the shortcomings of published expressions which lack
such flexibility are illustrated below. These examples are based
on studies performed by the Technical Data Group at Pullman Kellogg
over the last fifteen years.

Some years ago Barner et al. (3) developed a modification of the
Redlich-Kwong equation of state for application in enthalpy calcula-
tions. The original Redlich-Kwong equation, intended for compressi-
bility, was being misapplied by a client for enthalpy computations.
Doing so, the client disagreed with a specified duty on a flowsheet.
The Redlich-Kwong equation was modified to represent enthalpy by
fitting its constants to the Curl-Pitzer enthalpy tables. The end
result: it helped the client, but the revised equation failed to
represent fugacity adequately. Similarly, in another publication
Barner and Adler (4) revised the Joffe equation to represent
quite a number of vapor properties. It was, as expected, an utter
failure for representing liquids, yet well applicable to the gas-
eous mixtures of those components for which BWR constants were not
available and where it would be impractical to determine them, particu-
larly if the components are not often encountered.
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As an illustration of an equation of state that will not be
applicable to mixtures, consider that the usual mixing rules
require taking square roots, cube roots, or the like. If the con-
stants are negative for one or more of the components in the mix-
ture, extension to mixtures is not feasible.

The most important industrial application of equations of
state is, and will continue to be, in phase equilibrium predictions.
All such calculations are based on the equilibrium criterion:

£, = fL = fg (1)

where, f = component fugacity

V, L, S = vapor, liquid, and solid phases, respectively.
Equations of state are applied in several ways to compute the com—
ponent fugacities. In the one-equation of state approach, the same
equation is used to get the fugacity of each component in all the
coexisting phases. In a second approach, one equation of state is
used to get vapor fugacity, while different equation(s) are employed
for the liquid or solid phases. These approaches are explained in
greater detail in the next section of the paper.

Although most equilibrium calculations involve a single vapor
and liquid phase only, a number of equilibrium phase combinations
such as liquid-liquid-vapor, liquid-solid with or without a vapor
phase, and vapor-solid phases are encountered in industry. Further-
more, any of these physical equilibrium conditions may also require
computations of the chemical reaction equilibria. For example,
consider the following realistic inquiry from an engineer designing
a pilot plant. The chemists completed their bench-scale work for
the hydrolysis of propylene to make an alcohol and an ether. They
reported the optimum temperature to be 240F and the pressure to be
500 psia. The chemical engineer wanted to know how many phases the
reactor effluent would have at these conditions: all vapor, a
liquid phase with the alcohol product and condensed steam in equili-
brium with the vapor, or perhaps three phases involving the unreac-
ted, condensed propylene as well. This complex equilibrium problem
involving both physical and chemical equilibrium with nonideal
liquids and a nonideal vapor best represents what chemical process
engineering is all about.

Problems like these can be solved by applying the principle of
the minimization of free energy (5). In this approach the free
energy is related to fugacity of each component in each phase,
whereby the fugacities are calculated from equations of state. No
other known approach to the solution of such problems is really
satisfactory. The fact that this approach is also direct and easy
to visualize as one looks at successive computer print-outs of
the iterations to the final solution makes it all the more the one to
be recommended. Furthermore, the cther properties, enthalpy being
the most important, are computed on a basis consistent with the
equilibria, by means of the same equation of state. It is for

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



154 PHASE EQUILIBRIA AND FLUID PROPERTIES IN CHEMICAL INDUSTRY

this sort of problem that the versatility of the equation of state
really pays off.

Workability. Even if the equation is applicable to liquids
and vapors, pure components and mixtures, physical properties,
thermodynamic properties, and equilibria, there is still the ques-—
tion of workability., In simple terms, can it accomplish what it
proposes to do?

Very frequently a new thermodynamic relationship is carefully
derived, tested on a few systems, and published either in the open
literature or in a company engineering report. It may look pro-
mising, but until it is tested on a wide variety of systems, and
a wide range of temperatures and pressures and other conditions,
its real merits or shortcomings in areas such as handling close
boiling components, the critical region, hydrogen systems, immis-
cible liquids, etc., cannot be fully understood. Any or all of
these areas may be outside the applicability of the new relation-—
ship.

Some years ago a research chemist tried to develop a thermo-
dynamic consistency test for hydrogen and helium systems where one
component is above its critical temperature, and where a vapor
pressure and therefore, the activity coefficient, cannot be
obtained. His relationship required the use of a generalized chart
to get a property-—of course it was before the days of computers.
When attempts were made to use the generalized chart, it was found
that near the critical region an accurate property value could not
be read, certainly not accurate enough to test consistency without
adding as much error as would be measured in the consistency test.
Unless one takes the time to sufficiently test, one does not see
the problems that may be encountered.

A second consideration, which is certianly very important to
industry, is workability without the intervention of man, as with
a computer. Not only will the equation of state be used in an
iterative fashion to converge to a solution, but also on successive
stages in equipment design, to produce a whole series of results.
With all these repeated uses, it must lend itself to ease of solu-
tion with scarcely a failure.

This entire presentation could be devoted to the problem of
getting some equations of state to converge on the correct root.
Some of the problems are listed here:

1. In applications of equations of state to vapor-liquid
equilibria, avoid convergence to a trivial solution, par-
ticularly all the K values being 1.0 (where K = y/x is
the ratio of the mole fractions in vapor and liquid,
respectively).

2. The selection of the correct root for the vapor density
and then the liquid density, when the two phases are in
equilibrium.

3. Treating convergence to negative roots. Some of the cook-
book rules to extricate the computer from this situation
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simply lead to a negative compressibility again a few
trials later.

Besides providing feasible computer routes to handle the
three aforementioned problems, special care must be taken to pre-
vent the computer flash algorithm from oscillating back and forth
in K constant (vapor-liquid equilibrium) calculations because the
prescribed flash conditions of temperature and pressure do not fall
in the two-phase region. It would be presumptuous to assume that
all flash conditions are realistic; engineers do, and will continue
to, submit unrealistic temperature and pressures, in the range of
subcooled liquids and superheated vapors.

Proper criteria must be selected for establishing whether two
phases for a given mixture really exist at the set conditions.
Frequently the definition of the critical point of a pure compound
is often erroneously used. Most textbooks in their coverage of
equations of state define the critical state as:

9P

[ﬁ]

r = L5l =0 2
C
In simple terms, the critical isotherm has a point of inflection
at the critical point. By studying the behavior of an isotherm
predicted from an equation of state, it is possible to establish
whether two phases exist. For example, if the isothermal second
derivative changes sign over a range of pressures and volumes, a
vapor and liquid are present. This test unfortunately also works
for mixtures at conditions far removed from the critical region,
but breaks down in the critical and retrograde region. Such a
test is valid for pure components only. For mixtures—--and K con-
stants arise only for mixtures--the thermodynamics are far more
complicated, and Eq. (2) should never be applied. It should be
added that problems in this area are often complicated by the fact
that many of the existing equations of state are not valid in the
critical region and often exhibit unusual behavior in that portion
of the phase envelope. Proper criteria for rapidly identifying
unrealistic flash conditions are only developed after sufficient
experience is gained working with the respective equation of state
and properly analyzing flash results, both its successes and fail-
ures.

As pointed out in the preceding paragraph, some equations, by
their very nature, complicate matters. As an additional example,
consider the specific limitations of the Chao-Seader correlation
and others like it, which allow only about 20% methane in the
liquid. 1In a typical flash problem it is conventional for a first
set of K constants to be furnished either by the engineer or
initialized by the flash program. These K's immediately lead to
vapor and liquid compositions. With these compositions the com—
ponent fugacities and liquid activity coefficients are calculated,
which in turn lead to a seemingly better set of K's. If the first
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liquid composition--admittedly far removed from the correct one--
contains 807 methane in the liquid, the correlation's range of
applicability has been exceeded. These K's are so far removed

from the real set that the resulting second trial may be worse than
the first, and convergence never obtained. Thus, even though the
mixture composition answer may be well within the range of the
correlation, the initial or even the intermediate trials may exceed
that range, and lead to erroneous trial values from which the com-
puter solution algorithm will never recover.

Summarizing, it takes a flexibile equation of state and the
proper combination of thermodynamics, common sense, patience and
programming finesse to utilize equations of state effectively in
computerized vapor-liquid equilibrium and other design calculations.

Equations of State Adopted by Industry

As stated earlier, two-phase liquid-vapor equilibrium is the
predominant problem in industrial equilibrium calculations. To
incorporate equations of state, Eq. (1) is often expanded and
rewritten as:

o

. . = . . 3
Xt Yy, fLi y; ot e (3)

where, for each component 1,
x{ = mole fraction in the liquid phase

YL = liquid phase activity coefficient
o
fLi = pure liquid fugacity
v = mole fraction in the vapor phase
¢i = vapor phase fugacity coefficient fvi/yiﬂ
T = system pressure

When the single equation of state approach is used, Eq. (3)
reduces to:
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where Kj is the liquid-vapor equilibrium constant of component 1i.
The same equation of state is then employed to get both the numer-
ator and denominator in this expression using standard thermodyna-
mic relationships. The work of Benedict, Webb and Rubin (6), of
Starling (7), and.the series of Exxon papers (Lin et al., (8); Lin
and Hopke, (9))--all on various forms-of the BWR, Soave, and Peng-
Robinson edﬁations of state are examples of the use of one equation
of state to perform the whole calculation. It should be added that
the original developments in this area treated the fLi/Xi term in
the numerator as a separate entity and multiplied the final answer
by 1/7 for consistency. Most contemporary approaches relate both
numerator and denominator to equations of state via the fugacity
coefficient route, the only difference in liquid and vapor being the
density and the equation constants obtained from the respective
mixing rules.

In the two (multi) equation of state approach, Eq. (3) is
restated as:

[o]
Y YLifLi
Ki = §T‘= d.m (5)
1 1

This so-called two equation of state method often requires three
equations: one for the nonideality of the liquid, one for the
nonideality of the vapor, and one for the standard state liquid
fugacity to which the activity coefficient must be referred. These
three relationships determine respectively, YL» ¢, and fLO in Eq.
(5). The Chao-Seader correlation and its many modifications, and
the Chueh-Prausnitz correlation are examples of this approach. In
the Chao-Seader correlation f;° and m are combined as a pure liquid
fugacity coefficient, v, so that Eq. (5) has three distinct parts
--each requiring a unique equation, as just described.

Obviously it is desirable to use a single equation of state
for the whole computation. It is simpler, more consistent, and
less work for both the engineer and computer programmer. However,
the hard, cold fact is that no one equation of state can meet the
versatility requirements stated earlier. Modifications of Star-
ling's BWR-11 equation are excellent in the cryogenic region for
predicting both VLE, and thermal and physical properties. However,
the equation is not applicable in many petrochemical processing
calculations because of limitations caused by the availability of
constants for a number of needed components. The various modifica~
tions of the Chao-Seader correlation are useful for predicting vapor-
liquid equilibrium in a wide variety of process streams; however,
this correlation cannot be used to predict thermal or physical pro-
perties. The Soave and Peng-Robinson equations are steps in the
right direction, but further work is needed to fill the needs of
industry.

A few of the equations of state that have widespread use in
industrial VLE calculations are discussed below. The comments,
which deal mainly for the aforementioned category 1, "The Research
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Figure 1. Ethylene — enthalpy of saturated liquid
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Aspects ,'" in Table I, are based on perscnal experience and
information obtained from other industrial sources. Again no
attempt has been made to provide a technical treatise on each
equation employed by industry.

Benedict-Webb-Rubin Equation. The original form of the BWR
equation contained eight constants. It was intended primarily for
compressibility, vapor-liquid equlibrium and enthalpy, although
the relationships for the other thermodynamic functions were pub-—
lished. It was used for the phase equilibria of hydrocarbon sys-—
tems in the temperature range of 26 F to 400 F and the pressure
range of 65 to 2000 psia. The error in the K constants was
reported as 3.4% for this range of conditions. It should be empha-
sized that hydrogen was not present in the systems studied, and
good results cannot be obtained when it is present if the early
BWR form is used.

The equation applies equally well to liquids and vapors; the
first equation of state known by the authors to apply to both
phases, and, almost forty years later, is still one of the most
capable for doing so. Because its analytical form permitted
application to mixtures, and allowed the required mathematical
operations for obtaining all the thermodynamic properties in a
thermodynamically consistent manner, the BWR equation attracted
widespread industrial attention.

If components were either above their normal boiling points
or present in small amounts, the mixture enthalpy predictions were
excellent. At lower temperatures, enthalpy results were sometimes
found to be so poor that a cold stream in a heat exchanger could
be computed to exit at a temperature lower than it went in——'"a
negative specific heat'"! (See Figure 1) This problem was elimin-
ated by permitting the constant C, to change with temperature
(Barner and Adler, (11)). This in fact, added two more constants.
Starling (7) added an eleventh constant and included a binary
interaction coefficient in the mixing rules which extended the
range of applicability of the equation.

With the greater number of constants and the elimination of
low temperature negative specific heats, came new problems. Con-
stants could no longer be obtained from pure component properties.
Experimental equilibrium data, demsity data, and enthalpy data
for mixtures had to be included in the regression procedure for
obtaining the constants. To develop a more useful set of constants
for a particular component, as many mixtures as possible containing
that component should be included.

Experience has shown that two sets of almost identical con-
stants can give diverse results when compared to experimental mea-
surements of K's and vice versa. As shown in Table II, small dif-
ferences in only five of the eleven BWR constants can lead to sig-
nificant changes in the predicted K's. The opposite trend is
observed in Table III for a third set of constants. Although four
of the constants, Bo, Do, E,, and d, differ appreciably in magnitude
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TABLE II

COMPARISON OF RESULTS OF TWO SIMILAR SETS OF BWR-11
CONSTANTS FOR ETHYLENE

% Deviation
From Experimental Data

Property System Set 1 Set 2
Density Ethylene 0.62 0.72
Vapor
Pressure Ethylene 9.24 0.76
K-Value Methane-Ethylene KC 6.69 5.24
1
KG— 10.70 5.98
Ethane-Ethylene Kc2 0.90 0.88
2
K 1.58 0.84
€z
Hydrogen-Ethylene KHZ 9.60 3.97
K 10.65 15.26
3

BWR-11 Constants for CZ_ (Ethylene)

Set 1 Set 2 Difference
Co x10”10 .180628 .183101 1.4%
y x107t .227978 . 228344 0.2
b x107 " .257883 . 265697 3.0
a x107° .156497 .158859 1.5
a .604935 .604567 -0.0006

tA, B, D, E, ¢c, d are identical
o o o o
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COMPARISON OF RESULTS OF TWO DIFFERENT SETS OF BWR-11
CONSTANTS FOR ETHYLENE
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% Deviation

From Experimental Data

Property System Set 2 Set 3
Density Ethylene 0.72 0.63
Vapor
Pressure Ethylene 0.76 1.70
K-Value Methane-Ethylene KC 5.24 6.00
1
K 5.98 7.76
<
Ethane-Ethylene KC 0.88 1.24
2
K 0.84 2.01
2
Hydrogen-Ethylene Ky, 3.97 4.19
K 15.26 14.96
C___
2
BWR-11 Constants for C2_
Set 2 Set 3 Difference
B . 593445 .445599 -24.97%
-11
D0 x10 .821161 .745192 9.3
d x107° .845194 1.067700 26.3
E x0T 263014 404265 53.4

A, CO, a, b, ¢, Y, o are within 5%
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the predictions are of similar accuracy. A final example is given
in Table IV for the methane-propane system. The Starling results
are based on the generalized form of the BWR-11l equation. The
improvement gained by using Exxon's constants, which were obtained
from more sophisticated regression techniques and a wider, multi-
property range of input data, is evident.

It should also be mentioned that the BWR-11 equation causes
some problems in the convergence of computer flash programs that
might not be observed for some of the simpler equations of state.
To some degree these problems have been detailed in the earlier
section on workability.

Once these problems are solved, the results obtained are quite
worthwhile. For one such example see Table V which gives the
results for a mixture calculation in the cryogenic region, one of
the areas where BWR equation is quite accurate. Note also the
accuracy of Table VI for high pressure vapor-liquid equilibrium such
as occur in petroleum reservoir work.

Besides Pullman Kellogg, organizations such as Exxon, Chicago
Bridge and Iron Works, Northern Natural Gas Corp., Union Carbide
and University of Oklahoma also use and probably prefer the BWR
equation of state.

As a final comment on the BWR equation, we quote Hopke and
Lin (12) on the problem of the determination of the BWR constants:

"In our regression work, we found that attempts to fit
pure component and binary mixture data alone will not yield

a unique set of optimal BWR's parameters for a given compo-

nent. On the contrary, many widely different parameter

sets can give about the same fit to the data. Moreover,

the different parameter sets will yield different results

when used to predict thermodynamic properties at conditions

outside of the temperature and pressure range of the data
base used to determine the parameter sets. Also, extra-
polation of light hydrocarbon parameters to obtain esti-
mates of parameters for heavier hydrocarbons is impossible
unless a unique set of optimal parameters is obtained."
"In this work we developed a new regression procedure

to obtain a unique set of optimal parameters for iso-

butane, normal butane, iso-pentane, normal pentane and

carbon dioxide. This new procedure, which is described

in this paper, involves using multicomponent K-value data

to determine one of the eleven BWR pure component para-

meters, and then regressing on the remaining ten para-

meters using density, enthalpy, vapor pressure and K-value

data for pure components and binary mixtures. Including

these multicomponent data has the effect of extending the
temperature range of the data base to lower temperatures."

Soave Equation

The Soave equation (13) is one of the many modifications of
the original Redlich-Kwong equation of state. As shown below,
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TABLE IV

COMPARISON OF BWR-11 RESULTS: EXXON'S 1974 CONSTANTS
STARLING'S GENERALIZED CONSTANTS

Absolute Average Deviation

Property Exxon (1974) Starling
Pure Component:
Density Methane 0.607 2.04%
Propane 0.74% 0.88%
Enthalpy Methane 0.78 Btu/1lb 1.84 Btu/lb
Propane 1.40 Btu/1b 1.31 Btu/1b
Vapor Methane 0.63% 1.23%
Pressure Propane 0.94% 2.43%
Mixture:
Density Methane-
Propane 0.76% 1.87%
Enthalpy Methane~
Propane 1.30 Btu/1lb 3.64 Btu/lb
K-Value K 1.947% 9.58%
€1
K 4.41% 13.74%
)
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TABLE V

CRYOGENIC PHASE EQUILIBRIA PREDICTED BY BWR-11
He-N,_-C. System at 2000 psia

21
o K =y/x

Temp., F Component Expt'l1%% Cale'd

~-306.7 He 38.7 37.5
Ny 0.028 0.029
1 % 0.001

-297.7 He 30.5 30.0
Ny 0.044 0.045
¢ * 0.002

-288.7 He 24.3 24.5
Ny 0.068 0.067
o 0.007 0.004

-279.7 He 19.5 20.2
No 0.10 0.097
C1 0.012 0.008

* Indeterminate

*% Smoothed Experimental Data by Boone, DeVaney, and Stroud,

Bur. of Mines, RI-6178 (1963)
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TABLE VI

PHASE EQUILIBRIA AT RESERVOIR CONDITIONS BY BWR-11

T = 120F p = 3566 psia
Liquid (%) Vapor (y) K =vy/x

Component Expt'l Cal'd Expt'l Cal'd Expt'l Cal'd

C1 0.528 0.511 0.907 0.913 1.72 1.78

Cy 0.045 0.045 0.038 0.037 0.838 0.832
C3 0.029 0.031 0.016 0.016 0.557 0.514
Cy 0.029 0.035 0.013 0.010 0.438 0.292
Cs 0.026 0.030 0.007 0.005 0.272 0.163
Cg 0.032 0.038 0.006 0.004 0.198 0.093
C7+ 0.312 0.311 0.014 0.016 0.044 0.052

T = 200F p = 4957 psia

¢y 0.594 0.593 0.883 0.862 1.49 1.45

Co 0.041 0.041 0.040 0.039 0.966 0.938
Cy 0.024 0.026 0.019 0.018 0.786 0.711
Cy 0.023 0.027 0.014 0.014 0.631 0.517
Cs 0.018 0.023 0.009 0.008 0.489 0.372
Ce 0.022 0.029 0.009 0.008 0.411 0.271
Coy 0.278 0.262 0.026 0.051 0.092 0.195

T = 200F p = 6740 psia

Cq 0.679 0.727 0.840 0.815 1.24 1.12

Cy 0.040 0.040 0.038 0.039 0.959 0.970
Cj 0.021 0.022 0.018 0.020 0.874 0.886
Cy 0.020 0.020 0.015 0.016 0.751 0.795
Cs 0.015 0.015 0.020 0.011 0.648 0.709
Cq 0.018 0.019 0.010 0.012 0.540 0.634
C7+ 0.208 0.157 0.059 0.088 0.284 0.563

Mixture Critical: T, = 128F po = 3450 psia

Expt'l Data: Roland, C., IEC, 37, 930 (1945)
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Soave has introduced a temperature-dependent attractive force term
into the equation:

RI__a(D)

P=3% " v o (6)

a(T) is calculated from the following expression:

R2T
a(T) = 0.42747 {—5=} a(T) (7
c
where,
1
a7 = 1.0 + (0.480 + 1.574 - 0.1760%) (1 - 1_%). (8)
For mixtures,
0.5,2
= (Z
a=@€zx a7 9)
b=12x b (10)
For unlike interacting pairs,
- - g (11)
aij (1 Kij)(aiaj)
where Kj: = 0.0 for hydrocarbon-hydrocarbon interactions.

The comments in the next few paragraphs are based on the work
done at Pennsylvania State University, where, under the auspices of
the API Subcommittee on Technical Data, the API Technical Data Book
(14) was revised.

The Penn State group presented six reports (15) on vapor-liquid
equilibrium. After thoroughly checking their equilibrium data set
for thermodynamic consistency, they tested a number of vapor-liquid
equilibrium prediction methods with the binary hydrocarbon-hydro-
carbon portion of the data set and concluded that the Soave equation
and Peng-Robinson equation (16) were the most accurate and the
generalized of the available methods. Additional testing
with a large amount of ternary and some higher-order hydro-
carbon mixture K data indicated that the use of the Soave equation
gave the best results.

With respect to industrial application, the following three
questions regarding the Soave equation are pertinent:

1. TIs it usable in the cryogenic region?

2. Does it apply to mixtures containing inorganic gases?

3. What problems do petroleum fractions present?

With regard to point one, the Penn State group found that the
original, unmodified Soave equation cannot approach the accuracy of
the BWR equation in the cryogenic region. In addition, they intend
to recommend the BWR for cryogenic systems in the revised
vapor-liquid equilibrium chapter of the Data Book. Refer-
ence will probably be made to Starling's ll-coefficient BWR work.
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The original Soave equation is not applicable to mixtures
containing hydrogen. As shown in one API report on vapor-liquid
equilibrium (15), this failure occurs because at high
reduced temperatures o(T) approaches zero and the attractive term
in the Soave equation vanishes. Because in practical situations
hydrogen K values are required at large reduced temperatures, the
Penn State group introduced a revised o-expression for hydrogen.
The improvement was three-fold with regard to hydrogen K value
prediction, and the revised expression was shown to be excellent
for both binary and multicomponent mixtures containing hydrogen.

The Penn State group developed pair interaction terms, Kij’
for mixtures containing inorganic gases. These values were
obtained from a large set of binary equilibrium data and some solu-
bility data. The vapor-liquid equilibrium data were however given
much more weight than the solubility data in the regression proce-
dures. In all cases, the error in the inorganic K's were reduced
by a factor of four with these modifications. These interaction
coefficients were found to be relatively independent of both tem-—
perature and pressure, and could be generalized as a function of the
absolute solubility parameter difference between the interacting pairs.

A = lsinoré - 5HC Unique expressions are required for COp -
HC pairs, Hp5-HC pairs, and N,-HC pairs. 1In all other cases,
including Hp, K;j; = 0.0. Multicomponent system calculations based

on these 1nterac%10n parameters were found to agree well with the
experimental data.

The Soave equation, with the modifications made by the Penn
State group does very well for systems that are of interest to a
wide cross—section of the chemical industry. Another point in
favor of the Soave equation is that no additional adjustable para-
meters are required beyond T., p. , w, and 8§ for each compound.
For companies using the Chao-Seader method, where & is already
available in computer storage, transition to Soave is certainly
advantageous.

The Penn State group has not answered point three in any of
their reports. However, this point was discussed at the 1976 API
Sub—committee meeting in Washington, and it was felt that petroleum
fractions probably would not cause any particular problems with
regard to the solubility parameter correlation needed in the pre-
sence of inorganic gases. Nevertheless, it is believed that each
company must draw their own conclusion in this area. Testing a
few typical refinery type mixtures would suffice.

Chao-Seader Correlation. Reference was made earlier to the
well known and much used Chao-Seader correlation for the prediction
of vapor-liquid equilibrium for principally hydrogen-hydrocarbon
systems with small amounts of CO,p, H2S, Op, Np, etc. The heart of
the correlation consists of several equations to represent liquid
fugacity. The other two constituents, the Scatchard-Hildebrand
equation for activity coefficients and the Redlich-Kwong equation
for the vapor-phase nonideality, were already well established.
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Figure 2. Comparison of Chao-Seader and Grayson-Streed liquid fugacity coeffi-
cient correction terms
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Because of its simplicity and generality, the original correlation
and its modifications by Cavett (17) and Grayson and Streed (18)
have found wide applications in petroleum and gas processing indus-

tries.

However, articles, too many to enumerate, have pointed out

the weaknesses in the correlation. Some of our observations are
listed below:

1.

The liquid fugacity coefficient expression does not
reproduce pure component vapor pressures at saturation
conditions. This reason alone makes the correlation
unsafe for the design of separations of close-boiling
components. For such designs as the separation of iso-
pentane from normal pentane in a gasoline isomerization
unit, a 5% error in i-Cg vapor pressure can change the
number of trays required in a column by over 33%. (This
is assuming an i-Cg5/n-Cg relative volatility of o = 1.15
and applying a 'rule of thumb" that the approximate num-
ber of theoretical plates required for a given separation
of fixed reflux ratio is inversely propertional to (a-1)).
In the original and Cavett versions of the correlation,
the real-fluid correction term, v{1), in the liquid fuga-
city equation, v = v(0)v(1)¥, leads to progressively lower
hydrocarbon K's with increasing temperature at component
reduced temperatures greater than one. This occurs
because the numerical value of v(1) drops substantially
at these conditions as shown in Figure 2. One of the
Grayson and Streed modifications on the original Chao-
Seader correlation was to fix v(1) at its calculated value
at T = 1.0 for all temperatures above the critical tem—
perature of a component, which increased the applicability
of the correlation from 500 F to 800 F.
In general, with the original and the modified forms of
the Chao-Seader correlation, the predicted equilibrium K
values of the light components (those with K's greater than
1.0) are often too high and those of the heavy components
(species with K's less than 1.0) are too low, making the
relative volatility too large and the designs unsafe in
certain applications. More specifically, K's for compo-~
nents with reduced temperatures greater than 0.9 are
usually overestimated, and K's for components with temper-
atures less than 0.9 are usually underestimated. As shown
in Figure 3 for the Grayson-Streed correlation these over-
and underestimations may reach intolerable levels as the
system pressure increases. A classic example of the prob-
lem of underestimation of heavy component K values can be
seen in Figure 4, which is taken from a paper by Robinson
and Chao (19). Referring to this figure, they comment:
"The O F temperature corresponds to T, = 0.472 for
n-heptane; and T, = 0.411 at -60 F. The comparison appears
to be typical of the heavy substances at low T,. The cal-
culated X values are generally lower than the available
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Figure 3. Percent deviation in Grayson-Streed K-value pre-
dictions vs. reduced pressure at different reduced tempera-
tures for paraffin—paraffin binary systems
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experimental data, even at the lowest pressure that is
reported in the experimental work, i.e. 100 psia. The
cause of the deviation remains unresolved at this time."

Multiequation Approach to Vapor-Liquid Equilibria. The corre-
lations mentioned earlier were developed specifically for hydrocar-
bon systems and, in general, are not applicable to systems contain-
ing polar and associating components. The vapor-liquid equilibrium
correlations for systems with such components are best handled with
a multi-equation of state procedure using Eq. (5). This method is
also used in developing vapor-liquid equilibrium correlations for
the design of separation units for close-boiling hydrocarbons.

The separation of the vapor and liquid fugacities and the
activity coefficients in the fundamental equilibrium relationship
allow great flexibility, and a multitude of choices, in the selec-
tion of the thermodynamic relationships or empirical equations for
estimation of each of these quantities. For the vapor fugacity
coefficient any of the equations of state mentioned earlier or
some other, such as the virial equation, may be used. In the latter
case, the virial coefficients may be determined experimentally or
estimated using three- or four-parameter generalized correlations.

The standard state fugacity of the pure liquid, of course, is
estimated from the exact thermodynamic relationship:

v ~ po
£ = p° ¢° exp { AL B) (12)

where p®, ¢°, and V are, respectively, the vapor pressure, fugacity
coefficient at the standard state, and the partial molar liquid volume
of the component, the latter usually taken to be equal to the satu-
rated liquid molar volume of the pure component. When any of the
components is above its critical temperature, the pure liquid fuga-
city may be estimated (a) by equation(s) with limited extrapolation
of vapor pressure, (b) from a generalized empirical equation such

as Chao-Seader (or Grayson-Streed), or (c) by back-calculation from
experimental vapor-liquid equilibrium data. Alternatively, one can
use Henry's constants with unsymmetric convention for activity coef-
ficients, thereby eliminating the need for hypothetical liquid fuga-
cities for pure components, as in the Chueh-Prausnitz correlation.

The empirical equations proposed for the correlation of the
activity coefficients are certainly diverse. In addition to the
classic Margules and Van Laar equations, there are local composition
equations such as Wilson, nonrandom two-liquid (NRTL), Heil,
UNIQUAC, and many others in both classes.

Each equation used, whether for ¢°, ff , or y, has its parti-
cular advantages and disadvantages, and limitations on its range of
applicability; these and other factors influence the selection of
the equations, or particular combination of equations wused. For
example, in many Kellogg design applications the four—suffix Mar-
gules form of the Wohl equation for activity coefficients is
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preferred because of our extensive library of constants developed
through past experience, familiarity with its behavior, the flexi-
bility offered by the addition of constants, and its applicability
to immiscible systems as well as miscible ones. The multicomponent
form of this equation, which may be seen in some publications occu-~
pying half of the page, can be reduced to two terms as shown below:
n n n n n n n
logy, = 4 L Z X 5B 3 Z z z I X.X,X X,B..
i =1 k=1 Zf 3550 ijkl i=1 j=1 k=1 £=1 T R A R]Y4
(13)

where n is the number of components and Bl Kl is related to the
binary Wohl constants, A's and D's, and the ternary constant, C¥,
depending on the values of the integers i, j, k, and £, (Adler
et al., (20)).

Listed below are some systems for which the multiequation of
state approach was used in correlating vapor-liquid equilibrium
data needed at Pullman Kellogg either for process development
studies or for the design of commercial scale plants. They have
been chosen to show the wide spectrum of components.

In all cases the Wohl equation was used for the activity
coefficients.

High Pressure Applications:
Isopropanol - Isopropyl Ether - Water — Propylene
H2 - N2 - CHy4 - A or He
Ho — Ny — CO - CoHg
Ethane ~ Ethylene
Propane - Propylene
Propane - Propylene - Propadiene - Methylacetylene
Chlorinated Hydrocarbons - HCl

Low Pressure Applications:
Oxygenated Hydrocarbons
HCN - Water
Herbicide Plant Data

Table VII shows results for the first system, isopropanol -
isopropyl ether - water - propylene, in which the experimental
compositions in each of the three phases are compared with the
values predicted by the method just described, A modified Redlich-
Kwong equation of state for vapor fugacity, Chao-Seader equation
with adjusted parameters for liquid fugacity, and the Wohl equation
for the activity coefficients were used. The predictions were
based only on data for binary systems.

Practical Applications

In the previous section the use of equations of state for
vapor-liquid equilibrium predictions was emphasized. This portion
of the paper expands on this topic with some specific vapor-liquid
equilibrium example calculations, and also deals with a number of

In Phase Equilibria and Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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TABLE VII

PROPYLENE ~ IPA - IPE - WATER THREE-PHASE EQUILIBRIA
220 F, 600 psia

173

Hydrocarbon Liquid-Phase Composition

(Mole Fraction)

Compound Exp. Calc.
Propylene 0.767 0.750
IPE 0.069 0.067
IPA 0.097 0.122
Water 0.068 0.061
Aqueous Liquid-Phase Composition
(Mole Fraction)
Exp. Cale.
Propylene 0.002 0.003
IPE 0.0002 0.0002
IPA 0.033 0.038
Water 0.965 0.959
Vapor-Phase Composition
(Mole Fraction)
Exp. Calc.
Propylene 0.922 0.910
IPE 0.021 0.021
IPA 0.032 0.035
Water 0.025 0.033
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other industrial applications of equations of state. Most of these
applications fall into category two of Table I. The discussion on
freeze-out problems, however, overlaps category one, The Research
Aspects of Industrial Work in Equations of State.

Obviously every industrial application of equations of state
can not be covered in this section of the paper. Thus, for exam-
ple, calculation of Joule~Thompson coefficients, heats of mixing,
and the velocity of sound, and obtaining various other parameters
required in compressor calculations, which are an integral part
of industrial design, will not be discussed.

Critical Properties From Equations of State. In industrial
work calculating the critical locus of a mixture is frequently
necessary. Because this is done at perhaps 0.05 mole fraction
intervals for a binary system, the repetitive nature of the calcu-
lation demands as direct and clear cut a method of solution as
possible. This precludes solving simultaneous equations, such as
setting the second and third derivatives of the free energy with
respect to composition equal to zero as indicated below:

2

=8 =0 (14)
3

*o1,p

3

{3—‘33} - 0. (15)
3

*or,p

This is the classical thermodynamic approach to solving this prob-
lem.

Rather, an equation of state and semiempirical correlations
are used; e.g. the Chueh-Prausnitz correlation scheme (10). In
this approach the critical pressure of the mixture is obtained
indirectly from a modified version of the Redlich-Kwong-Chueh equa-
tion of state after Tqy and Vop have been obtained directly from
quadratic mixing rules which employ the respective Chueh-Prausnitz
interaction parameters, 175 and vjip. An example based on this
method is given in Figure 5 for the ethane-n-heptane binary mixture.
Agreement is rather good except in the immediate vicinity of the
maximum critical pressure of the mixture.

A member of the Technical Data Group at Pullman Kellogg has
done some promising work on the prediction of the critical proper-
ties of mixtures (Spencer (21)). In his recommended procedure the
true critical pressure is obtained from the Redlich-Ngo equation
of state which is restated below in a form valid at the critical
point only:

3zcmRTcm am
= - 16
Fen V_-b) T ¥V (V. _+b) (16)
cm m m

cm cm Cm
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where,

Z =Ix,7, an
i

and ay and b, are calculated from Eqs. (9) and (10), respectively.
The true critical temperature, T¢p, and true critical volume, V¢p,
are obtained directly from correlations for these properties that
were developed in the study. The optimum values of aj: (i # j),
which were obtained by regression of the available experimental
binary mixture critical pressure data, have been correlated as a
generalized function of a size parameter, the molecular weight
ratio, (MWR) and shape parameter, and the moment of inertia ratio
(MIR).

a, + a

1 2

aj, = [A + B(MWR) + C(MIR) ] 70 (18)

1

A unique set of coefficients is required for both binary methane
and methane-free interactions.

The overall critical pressure results obtained from the modi-
fied Redlich—-Ngo Procedure are given in Table VIII. The Chueh-Praus-
nitz entry was obtained using the original (published) version of
that correlation (10). The Kreglewski equation, a semiempirical
direct prediction method, is the recommended correlation for the
critical pressure in the API Technical Data Book. As is clearly
evident, the Redlich-Ngo procedure is superior to the other
methods. Although preliminary results have indicated that this
technique is excellent for multicomponent mixtures, additional
study is needed, particularly for mixtures containing heavier compo-
nents such as petroleum fractions, before this correlation can be
incorporated in everyday industrial design calculations.

Volumetric Properties From an Equation of State. In general,
most equations of state give relatively good predictions of volu-
metric properties at high temperature and low pressure. However,
near the saturation envelope and especially in the critical region,
volumetric predictions based on equations of state are poor, parti-
cularly for the saturated liquid. Therefore, with the exception
of vapor-liquid equilibrium calculations, where internally consis-
tent liquid densities are needed to calculate the liquid fugacity,
empirical liquid density correlations are normally used in indus-
trial design calculations.

Nevertheless, with more sophisticated equations of state,
reasonable predictions of the saturated liquid density can be
obtained. Consider the results given in Table IX. A number of
empirical liquid density correlations and also Pullman Kellogg's
version of the BWR-1l equation of state have been evaluated with a
set of LNG bubble-point density data. [The most accurate LNG data
generally available are those of Klosek & McKinley (22), Shana'a
(23), Miller & Rodesevitch (24), and Miller (25)].
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TABLE VIII

EVALUATION OF EQUATIONS FOR PREDICTING CRITICAL PRESSURE

Ave. Dev., Psia

Method Methane Methane~-Free
Modified Redlich-Ngo 90.0 11.1
Chueh~Prausnitz 278.0 28.6
Kreglewski (API) 411.3 18.8

TABLE IX

RESULTS OF EVALUATION OF EQUATIONS FOR PREDICTING THE
BUBBLE POINT DENSITY OF LNG

Correlation Percent Avg. Deviation*
BWR~11 2.81
Watson 3.33
Yu-Lu 0.29
Spencer-Danner 0.54
Chiu-Hsi-Lu # 1 0.58
Chiu-Hsi-Lu # 2 0.26

% Basis - 130 points (20 mixtures)

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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As is evident, the BWR-11l is not as accurate as most of the
empirical correlations (exception Watson (26)) that have been
derived specifically for predicting liquid demsity. Calculations
involving the design of storage areas, and especially custody
transfer definitely require the more accurate empirical equations.

Liquid-Vapor Equilibrium (Design Case Studies). As mentioned
earlier, equations of state certainly have utility in industrial
design studies requiring a knowledge of the phase behavior. This
section deals with some challenging liquid-vapor equilibrium design
calculations, where experience as well as a workable and flexible
equation of state are required. The first example deals with a
very unusual design situation that has occurred twice during the
last year, multiple bubble-points.

In the first occurrence a hydrodesulfurizer unit was being
designed. A simple flowsheet is given in Figure 6. The coker gas
0il is preheated in a furnace and catalytically reacted with hydro-
gen to convert the hydrocarbon mercaptans to H9S, which is subse-
quently stripped off.

A process engineer did a computer calculation involving heating
of a bubble-point liquid (from the bottom of the high-pressure
separator) from 110 F at a design pressure of 940 psia, to feed
the HyS stripping column, and then flashing the stream. The compu-
ter output indicated that the stream was all liquid; that is, even
though it was at its bubble-point initially and was then heated to
a 500 F higher temperature it was still liquid.

The composition of the bubble-point liquid is given in the
following table.

HYDRODESULFURIZER HIGH PRESSURE
SEPARATOR EFFLUENT

Mole Percent Mole Percent
Ho 3.2 300 NBP 0.36
H9S 5.6 345 NBP 0.37
C1 4.62 460 NBP 6.34
Cy 0.47 565 NBP 12.50
C3 0.57 645 NBP 16.28
Cy4 0.46 705 NBP 16.37
100 NBP 0.05 760 NBP 15.04
155 NBP 0.28 805 NBP 9.82
245 NBP 0.54 855 NBP 7.14
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Although the mixture consists of about 80% very heavy oils, the
light components still influence mixture behavior. In fact, a
very small amount of hydrogen can have a large effect on the phase
envelope.

The P-T diagram shown in Figure 7 illustrates the situation.
The solid bubble-point and dew-point lines are based on the
Grayson-Streed modification of the Chao-Seader correlation and the
dashed bubble-point line is predicted from the Chao-Seader corre-
lation. Notice the very exaggerated minimum in the predicted
bubble-point curve. Indeed, the engineer was performing his cal-
culations in a single phase region, and the computer was correct;
in fact, if the stream was heated 200 F higher, or to about 810 F,
a second bubble-point would have been reached. This behavior per-
haps can be labeled retrograde, because it occurs at a pressure
higher than the predicted true critical pressure of the mixture.
However, it is assuredly different from what one normally perceives
to be isobaric retrograde vaporization (i.e., two bubble-points at
a fixed pressure above the critical pressure separated by a two-
phase region).

Because this type of behavior is seldom discussed in the
literature, and also because it was our first exposure to the prob-
lem in some time, an attempt was made to locate some experimental
data to confirm the predicted equilibrium behavior, and also to
convince the process engineer that the situation could occur.

Data for a 4% Hy in hexane system are given in Figure 8. The
phase envelope represented by the solid lines is predicted from
the Grayson-Streed correlation. The dashed line represents the
experimental phase envelope. Again notice the minimum in the
bubble-point curve, and that as many as three bubble-points, A,

B, and C, can occur at constant pressure above the true critical
pressure of the mixture. An additional set of experimental data
are given in Figure 9 for varying amounts of hydrogen in a petro-
leum naphtha. At the lowest concentration of hydrogen the minimum
in the bubble~point curve extends below the critical point of the
mixture. At the medium concentration, the phenomena occurs only
at pressures higher than the critical point. At the highest con-
centration the phenomenon was not observed. After reviewing other
data, it was concluded that multiple bubble point behavior may
occur when hydrogen (or more general, any slightly soluble gas) is
present in the mixture at about 7 mole percent or less.

The BWR-11 equation of state, and the Chao-Seader, and Grayson-
Streed computational procedureswere shown to be adequate for pre-
dicting this type of behavior. However, without some external gui-
dance, a commercial flash routine based on one of these correla-
tions will not generate multiple bubble-points. For example, con-
sider the general case shown in Figure 10. At the design pressure
P' P", if the moles in the vapor phase to the total moles in
feed is set equal to 0.0, indicating a bubble-point calculation, a
computer flash program will converge to only one of the bubble-
points (A, B, C). For instance, if the temperature is initialized
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at F the flash would probably converge to bubble-point A. Likewise,
if the initial guess was at point E, the bubble-point at B would
be obtained. In general, the process engineer is not aware of

this behavior and could be misled by the results. Therefore, cer-
tain checks should be built into a flash program to allow for the
presence of multiple bubble-points. For instance, if the design
pressure exceeds the true critical pressure, or if a small amount
of hydrogen or other slightly soluble gas is present in the mix-—
ture, the flash vaporization calculation could be programmed so
that after convergence is obtained with the initial temperature
guess, additional bubble-point calculations are automatically
attempted using a temperature guess twice the initial temperature
or even using the critical temperature itself. Using such a pro-
cedure, all three, and for some systems, four bubble-points could
be predicted. The Chao-Seader and Grayson-Streed correlations can
never converge to point C (because of the funnel effect which will
be described later) and is an inherent weakness of both methods.
For some mixtures, if the BWR-11l or BWR-8 equation is used in the
flash calculation, the bubble-point at C can be obtained. However,
in some case studies, if the initial temperature guess was D, the
bubble~point at B would be obtained rather than C. In these cases,
going one step further, even if the initial temperature guess was
temperature C the program would converge on bubble-point B. This
could be a problem in the convergence portion of the flash routine
itself or perhaps a general stability problem with the equation of
state.

As mentioned earlier this phenomenon occurred twice within
the past year, and the second time was certainly easier to under-
stand. The second case is shown in Figure 11. A process engineer
was trying to confirm a 10 degree difference between the predicted
bubble-point temperature A and a client's value at point B for a
given design pressure (solid line). The system is the bottoms of
a nitrogen wash tower which contains nitrogen, methane, and a small
amount of hydrogen. A series of computer flash calculations between
A and B and then at temperatures higher than B were made. For these
calculationsthe message ''subcooled liquid" was printed out. By
increasing the temperature in large increments a two phase region
was located at point E. Because of the aforementioned work in this
area, multiple bubble-point phenomena were suspected, and the phase
envelope for the mixture was generated using the BWR-11 equation of
state. Because (i) the BWR-1l equation is, in general, excellent
for all three components in the mixture, (ii) our predicted criti-
cal point at D fell in line with the envelope, and (iii) of the
experience gained from Figures 7 to 10, it was felt that a true
picture of the nitrogen mixture behavior was obtained.

The second example deals with a dew-point calculation for a
typical natural gas mixture based on the BWR-11l equation of state.
As shown in Figure 12, at a design pressure of 620 psia the solu-
tion algorithm initially diverged but finally approached a solu-
tion in the region of the true critical point of the mixture, -100 F.
However, complete convergence was not obtained until 22 F, 122°F
beyond the true critical temperature of the mixture! It's certainly
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possible to have a solution at 22 F, because the retrograde bulge

in a natural gas can extend appreciably beyond the true critical
point of the mixture. For a solution ¢lose to the true critical
point as might be indicated by the results, the design pressure
must exceed the true critical pressure of the mixture, which in this
case was 882 psia.

Figure 13 shows the experiment phase behavior for this mix-
ture. +22 F is an upper retrograde dew-point. If the design pres-
sure was lowered a second dew-point could also be located at a
temperature of +22 F. This is, of course, the lower dew-point
pressure.

The dew-point of a natural gas is very sensitive to the heavy
ends characterization. Consider a natural gas stream with the
following composition:

Component Moles
Ny 0.69
C1 950.0
Cy 92.0
C3 12.0
cyt <10.0

The different characterizations of the heavy ends, which make up
less than 17 of the entire mixture, were considered. 1In Case 1
normal butane was selected to represent the heavy ends, in Case 2
normal pentane, and in Case 3 normal hexane. The phase envelopes
for the three cases were predicted with the BWR-11 equation of
state. The results are given in Figure 14. The bubble-point
curves almost coincide, and the true critical points are not very
sensitive to composition. However, as shown, the dew-point is
greatly affected by the characterization of the heavy ends compo-
sition, and there is about a 70 F difference in the maximum dew-points
of the three mixtures. Therefore, when working with a natural gas
type system, if the breakdown of the C+ fraction into additional
compounds is available, it should be used, especially in flash
calculations, to get an accurate representation of the phase beha-
vior.

The last example deals with some troublesome flash calculations
which were based on the Chao-Seader correlation.

In a particular design study a dew-point calculation and
bubble~point calculation failed to converge for a Cy-Cg system at a
pressure of 1015 psia. In other words, a pressure of 1015 psia
apparently exceeded the border curve of the mixture. Some ethane
systems do have two-phase regions above 1000 psia. However, with-
out considering the mixture composition or without calculating the
critical properties, it is difficult to provide a reasonable
explanation of these flash calculation failures.

The composition and predicted critical properties of the mix-
ture are given below:
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CZ-—C5 System

Mole Fraction

Ethane .0004
Propylene .1269
Propane .0758
Isobutane .3786
Butane .1107
Isobutylene .3013
Isopentane .0063

Top = 276.05 F

Pem = 584.75 psia

The mixture is essentially a C3—C4 mixture; there is no extreme
size difference in the prominent components. Therefore, the mix~
ture should be close-boiling and also have a critical point located
between the cricondenbar and cricondentherm of the phase envelope.
The predicted critical properties are based on a modified Chueh-
Prausnitz technique. 3Based on the composition of the mixture, it
is unlikely that the two-phase region will extend appreciably beyond
the true critical point. Thus, considering the predicted critical
pressure, a reasonable estimate of the cricondenbar would be about
675 psia. Therefore, qualitatively, it was concluded that the
design pressure of 1015 psia far exceeded the two-phase region and
that the process engineer was attempting these flashes in a homo-
genous liquid region.

To substantiate these conclusions, a bubble-point and dew-
point curve for the mixture were predicted using the Chao-Seader
correlation. The results are given in Figure 15. The dashed line
to the left is the predicted bubble-point curve. The dashed line
to the right is the predicted dew-point curve. The small triangle
represents the predicted critical point of the mixture. It appears
that the envelope should close in the area of the true critical
point. The solid line in the upper right hand portion of the graph
represents the attempted design pressure, certainly far above the
two-phase region.

In this study, attempts were made at calculating dew-points
and bubble-points at 50 psia intervals, from 550 psia to the design
pressure of 1000 psia. At most pressures, convergence was not
achieved. However, at a pressure of 900 psia solutions were
obtained for both the bubble-point and dew—point. These unrealistic
roots are an unfortunate result of Chao-Seader type predictions if
the limits of the correlation, TR < 0.97, are not observed. This
is a problem with the correlation, rather than of the flash algo-
rithm. (A more extreme situation will be discussed shortly.) The
end result may have been that the engineer, realizing that the
design pressure of 1015 psia was too high, lowered his conditions
to about 900 psia and unknowingly accepted the results. To avoid
these problems, one should remember that for this type of mixture
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there is no way a bubble-point can exist at a temperature greater
than the true mixture critical temperature.

The observations of the previous problem were based on pre-
dicted properties, for both the phase envelope and the critical
point. To justify these conclusions, a similar mixture was stu-—
died, but one for which the experimental critical region phase
envelope and critical point data were available. The composition
and critical properties of the mixture are given below:

CS-C9 System

Mole Fraction

Pentane . 246
Hexane .217
Heptane .192
Octane .178
Nonane .162
Tep = 514.6 F
Pom = 448.6 psia

At about the equimolar composition of the mixture, it is unlikely
that the bubble-point curve will exist at temperatures greater than
the true critical temperature of the mixture.

The Chao-Seader generated phase envelope for this mixture is
given in Figure 16. The dashed line represents the critical region
phase envelope, that is, the experimental phase envelope. The
remainder of the phase envelope coincided relatively well with the
predicted values, and is not included in the diagram.

Although the critical region clearly terminates at a pressure
of about 450 psia, bubble-point and dew-point predictions were
obtained up to 600 psia before the flash program finally failed to
converge. This behavior, which has been labeled the "funneling
effect", is specific to Chao-Seader type correlations and indicates
these correlations need improvement. Most of these erroneous
results can be rejected by comparison with results for similar mix-
tures and with the predicted critical properties. The funneling
effect does not occur, at least for the cases that have been con-
sidered, when a single equation of state approach is used in a
flash program.

Freeze-out of a Solid from a Liquid Solution. Thermodynamic
textbooks and journal articles, for the most part, give greatest
coverage to the phase equilibria of fluid phases but, with few
exceptions, little to solids. However, prediction of solid-
fluid equilibria is an important industrial problem. This is espe-
cially true for process designs related to natural gas and cryo-
genic plants, where the solubility limits at the incipient solid
phase separation of, for example, water, COp and heavy hydrocarbons
must be accurately known to prevent costly plant shutdowns with
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plugged pipelines or heat exchanger units due to excessive accu-
mulation of solids formed by freeze-outs.

Equations of state can be used for determining the equilibria
in solid-liquid systems. The starting point is the observation
that at the point where the first minute solid particle precipi-
tates out, the composition of the liquid is not altered from its
initial composition. Therefore, the fugacity of the liquid solu-
tion can be calculated at successive temperatures until a temper-
ature is reached where the computed fugacity of the precipitating
component in the liquid equals that of the pure solid. The fuga-
city of the pure solid must first be computed by application of
the same equation of state to the solid in similar solutions, for
which experimental solid-liquid or solid-liquid-vapor data are
available. When appropriate, the two-equation of state approach
can, of course, be applied.

An application is illustrated in Figure 17 for estimating the
temperature at which solid carbon dioxide would start to form in a
condensed natural gas system containing 5% dissolved carbon dioxide
at a pressure of 440 psia. 1In one case, as indicated by the dashed
lines, the 1l-constant BWR equation of state is used to solve the
problem. In the other, a two-equation approach in which the liquid
activity coefficients are correlated by the Wohl equation is used.
For BWR application, curve CC represents the fugacity of pure solid
carbon dioxide as back-calculated from experimental data compiled
by Kurata (29) on the solubility of solid carbon dioxide in liquid
hydrocarbons. Curve FF relates the computed fugacity of a 0.05
mole fraction COp liquid solution over a temperature range where
freezing might be expected. At the point of intersection, the
fugacity of the component in liquid solution equals the fugacity of
the pure solid; therefore, precipitation occurs. The temperature
of the intersection is the solution to the problem.

In the two-equation of state approach, the Redlich-Kwong~Chueh
equation of state was used for vapor-phase fugacities and the Wohl
equation for liquid activity coefficients in the reduction of the
experimental vapor-liquid and vapor-liquid-solid equilibrium data.
The activity coefficients so obtained were subsequently correlated
as a function of temperature, Curves C'C' and F'F' have the same
significance as curves CC and FF. While neither of the '"pure solid"
fugacity curves in Figure 17 may represent the real values, each is
consistent with the equations used in the data reduction and, there-
fore, reliable for prediction of the needed information as long as
this consistency is maintained. As shown in Figure 17, the pre-
dicted freezing temperature for the problem stated earlier is -136 F
by BWR-11 application, and 0138 F by the two-ecuation of state
approach.

The graphical technique of intersecting curves is, of course,
only one of the variety of ways this problem can be solved. Once
the fundamental thermodynamic parameters are established, computer
programs can be used to obtain the answers.

As mentioned earlier, the minimization of the free energy is
the universal method of solving chemical and phase equilibrium prob-
lems. A computer program developed to handle multicomponent—
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multiphase systems can be designed not only to determine the
freeze-out temperatures, but, for a given mixture, one can follow
complete changes in the equilibrium phases as temperature and
pressure conditions change.

An interesting method from a fundamental point of view is the
graphical approach to free energy minimization. Since at
equilibrium, i.e. when total free energy of the system is minimum,
the chemical potential (partial molal free energy) of a component
is the same in all phases, a common tangent line to the free energy
curves drawn for each phase would establish the equilibrium concen-
trations. A common example for this is given in most textbooks for
liquid-liquid equilibria (King, (30); Prausnitz, (31)).

An application of this principle for solid-liquid equilibria
is shown in Figure 18 for the carbon dioxide-methane system at
-100 F. The free energies plotted in this figure are relative
values which are related to the molal free energy of each phase as
follows:

fS
Pure solid CO, phase; G, = ¢° + RT 1n — (19)

2 S fL

M
s . - o 2
Liquid phase; GL I X5 Gi + AG (20)

where the standard reference state is taken as the pure subcooled
liquid at the system temperature. The free energy of mixing, AGM,
is related to the activity coefficients by

AGM = RT & x, In x, v. (21)
i i'i

From Egs. (19), (20), and (21), the relative molal free ener-
gies may be defined as

(o]
a6, _s - g
RT'solid CO RT san= (22)
2 £
[o]
M (6. - % x, G°]
AG L i
AG - - 23
RT liquid RT Loxg Inoxg vy (23)

The relative partial molal free energy of carbon dioxide in
the liquid solution for a given concentration may be obtained by
drawing a tangent to the relative free energy of mixing curve at
that concentration (Lewis and Randall, (32)). The intercept of
this tangent on the ordinate, xgg, = 1.0, is the relative partial
molal free energy of carbon dioxiae in the liquid and should have
the same numerical value for carbon dioxide in all equilibrium
phases. Inversely, a tangent line drawn from the point correspond-
ing to the relative molal free energy of COp in the solid phase
(x = 1.0 for pure COy), would touch the liquid relative free energy
curve at a concentration which is in equilibrium with the pure
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Figure 18. Estimation of the solubility of solid carbon dioxide in
methane by the tangent method
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solid carbon dioxide. The (fS/fL) value for this example is taken
from a plot given by Myers and Prausnitz (33), and the activity
coefficients are computed using a two-suffix Margules equation.

Solubility. Another important application of equations of
state in chemical process design is in converting solubility data
to vapor-liquid equilibrium constants. The only equilibrium data
that are available for such gaseous components as Hy, Ny, Op, CHy,
CO0, CO9, H9S, the acetylenes, etc., in such solvents as water,
methanol, DMF, for example, are in the form of solubility data
which may be found in Seidell (35) in the form of Bunsen and Ost-
wald coefficients.

A simple way to deal with the low pressure solubility data,
which are usually at atmospheric pressure, is to assume the vapor
phase to be an ideal gas and consist of pure solute, i.e., yi =
1.0, ¢; = 1.0, thereby reducing Eq. (5) to:

Y£,. ©
Lo _ A7 (24)
X ™

K =

from which activity coefficients can be computed and correlated.
When warranted, some improvement can be made by allowing for the
vapor pressure of the solvent so that for the solute gas y = p/7.
Further details and refinements on this point are given by Friend
and Adler (34).

Once the activity coefficients are established, the K's at
higher pressures are calculated using Eq. (5) and an equation of
state to calculate ¢ as a function of temperature, pressure and
vapor composition, the latter being established by a trial and
error procedure.

Whether or not the fugacity correction is also included in
the reduction of the solubility data for more precise activity
coefficients,®and whether or not these activity coefficients are
developed and correlated with the standard state of Henry's con-
stants or hypothetical liquid fugacities, it is obvious that equa-
tions of state again make possible an important chemical engineer-
ing computation.

Summary

This paper has dealt with the characteristics of equations of
state required by industry, has discussed a number of equations that
are used in industrial vapor-liquid equilibrium calculations, and
has covered a number of everyday and sometimes unusual practical
applications of equations of state. In all three areas an attempt
was made to analyze the shortcomings, deficiencies, and handicaps
of specific equations of state as well as equations of state in
general, from an industrial viewpoint. It is hoped that some of
the material discussed in this paper will prove advantageous in
future equation of state development work.
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It is realized that the demands of industry may be steep and,
in some cases, unreasonable; however, every published equation of
state has some limitations. The available equations of state were
developed and originally applied in relation to certain systems,
and their greatest value is in the interpolation and extrapolation
of those systems. In many cases without modification, application
of the equation of state beyond the original parameters is invalid.
Perhaps, the development of a wholly flexible and workable equation
of state, as defined earlier, is an unattainable goal. However,
to be more optimistic, the authors believe that this challenge can
be met.

What then has to be done to make the equation of state a flex-
ible, inclusive, successful tool? Firstly, a general purpose,
three-constant, three-parameter equation is needed. Its use should
be unrestricted as to system or state. The correlating parameters
utilized in these developments should be easily accessible, not
difficult to estimate in their own right. These parameters should
be developed from multiproperty (volumetric, enthalpy, vapor-liquid
equilibrium) pure component and defined mixture data. Extension to
polar and associated substances is needed and eventually must
include testing the correlation against all available reliable data.
If interaction parameters are required in the treatment of mixtures,
an attempt should be made at obtaining temperature and pressure-—
independent values which can be generalized as a function of a con-
venient size-shape or polarity parameter. Finally, the new develop-
ments should aim at eliminating the shortcomings of the existing
equations of state enumerated earlier.

As a concluding thought, if a flexible and truly workable equa-
tion of state is developed, there remains a final factor which is
specific to industry. For example, some twenty-five years ago-—and
that is before the availability of computers--the senior author of
this paper was developing a set of charts for the enthalpy of
petroleum fractions. In addition to the usual parameters of tem-
perature and pressure, these charts also were functions of gravity,
of the slope of their distillation curve and of a characterizing
factor peculiar to petroleum fractions. With all these variables,
months of hand calculations were entailed. During this work it
was discouraging to hear a furnace design engineer comment that the
charts would never be used, because the heat of cracking correla-
tions used with the petroleum fraction enthalpy curves were derived
from the old enthalpy charts that would be replaced. Of course,
the heat of cracking correlation could also be modified. So it is
with any new correlation produced today. If it is introduced, every
chart, graph, correlation and analytical expression in a computer
program that was derived from the proceeding correlation must be
revised. This can best be seen by looking at the ingredients of
the Chao-Seader correlation. If the Redlich-Kwong equation of state
is replaced with its Chueh modification, the liquid-fugacity equa-
tion, which originally took up the slack in developing the overall
correlation from experimental data, also must be revised. Considering
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that it is based on more than 3000 experimental points and con-
sists of about 20 constants, this is a big task. And will the
overall result be better? In summary, when a new piece of work is
introduced in the literature no matter how good it is, it can not
immediately be put into use.
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Nomenclature
a = Constant
A = Constant in Eq.(18)
A = Constant in BWR-11 Eq. (Table II)
b = Constant
B = Constant in Eq. (18)

B = Constant in BWR-11l Eq. (Table II)

¢ = Constant in BWR-11 Eq. (Table II)
C = Constant in Eq. (18)

C = Constant in BWR-11 Eq. (Table II)
d = Constant in BWR-11 Eq. (Table II)

D = Constant in BWR-11 Eq., (Table II}
E_= Constnat in BWR-11 Eq. (Table II)
= Fugacity; f, component fugacity; f°, standard state
fugacity or fugacity of pure component
G = Gibbs molar free emergy; G°, Gibbs molar free energy of
pure component at standard state
K = Equilibrium comstant, y/x
Ki; = Binary interaction coefficient in Eq.(11)
n = Number of components, used in Eq.(13)
P,p = System pressure
P., P, = Critical pressure
= True critical pressure of mixture

o

o
|

cm
P = Partial pressure of component in mixture
p° = Vapor pressure of pure component

P, = Reduced pressure, P/P.

R = Gas constant

T = Temperature

Te = Critical temperature
Tem = True critical temperature of mixture

Ty = Reduced temperature T/T.

V = Molar volume

V = Partial molar liquid volume of component
v = True critical molar volume of mixture

x = Mole fraction of component in liquid phase

y = Mole fraction of component in vapor phase
Zoi = Critical compressibility factor of component i
Zem = Critical compressibility factor of mixture
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Greek

QR
it

Constant used in BWR-11 Eq. (Table II) and parameter in
Eqs. (6) and (7)

B = Coefficient in Wohl Eq. (13)

Y = Constant used in BWR-11 Eq. (Table II)

Y = Activity coefficient of a component in liquid

§ = Solubility parameter

v(0) - Simple fluid liquid fugacity coefficient
v(1) = Liquid fugacity coefficient correction term

T = System pressure
T = Chueh-Prausnitz interaction parameter
¢ = Vapor phase fugacity coefficient

¢° = Fugacity coefficient at standard state

®» = Acentric factor

Subscripts

¢ = Critical point

i,j,k,1= Components in a mixture

L = Liquid phase

m = Mixture

S = Solid

V = Vapor
References

1. Tsonopoulos, C. and Prausnitz, J. M., Cryogenics, (1969), 9,
315.

2. Martin, J. J., Appl. Thermodyn. Symp., (1967), 59, 34.

3. Barner, H. E., Pigford, R. L., and Schreiner, W. C., Proc.
Am. Petrol. Inst., Vol. 46 (III), (1966), 244.

4. Barner, H. E. and Adler, S. B., Ind. Eng. Chem. Fundamentals,
(1970), 9, 521.

5. Dluzniewski, J. H. and Adler, S. B., I. Chem. E. Symp. Ser.,
(1972), No. 35, 4:21.

6. Benedict, M., Webb, G. B., and Rubin, L. C., Chem. Eng. Progr.,
(1951), 47, 449.

7. Starling, K. E., Fluid Thermodynamic Properties for Light
Petroleum Systems, p. 221, Gulf Publishing Company, Houston,
Texas (1973).

8. Lin, C-J., et al., Can. J. Chem. Eng., (1972), 50(10), 644.

9. Lin, C-J. and Hopke, S. W., A.I.Ch.E. Symp. Ser., (1974), 70
(140), 37.

10. Chueh, P. L., and Prausnitz, J. M., A.I.Ch.E.J., (1967), 13,
1107.

11. Barner, H. E., and Adler, S. B., Hydrocarbon Process, (1968)
37 (10), 150.

12. Hopke, S. W. and Lin, C-J., Application of the BWRS Equation

to Natural Gas Systems, Presented at the 76th National A.I.Ch.
E. Meeting, Tulsa, Oklahoma, March 10-13, 1974.

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



198

13.
14.

15.

16.
17.

18.

19.
20.

21.

22.
23.
24.
25.
26.
27.
28.
29.
30.

31.

32.

33.

34.

PHASE EQUILIBRIA AND FLUID PROPERTIES IN CHEMICAL INDUSTRY

Soave, G., Chem. Eng. Sci., (1972), 27, 1197.

American Petroleum Institute, Technical Data Book--Petroleum
Refining, 2nd Edition, Chap. 4,7, & 8, Washington, D.C.,
1977.

American Petroleum Institute, Report Nos. API-1-74, API-4-74,
API-3-75, API-4-75, API-1-76, and API-3-76, The Pennsylvania
State University, University Park, Pennsylvania (Private Com-
munications).

Peng, D-Y. and Robinson, D. B., Ind. Eng. Chem. Fundamentals,
(1976), 15, 59.

Cavett, R. H., Proc. Am. Petrol. Inst., Vol. 42 (III), (1962),
351.

Grayson, H. G., The Influence of Differences in Phase Equili-
bria Data on Design, Presented at the Midyear Meeting of the
American Petroleum's Division of Refining, San Francisco,
California, May 14, 1962.

Robinson, R. L., Jr. and Chao, K. C., Ind. Eng. Chem. Process
Design Develop., (1971), 10, 221.

Adler, S. B., Ozkardesh, H., and Schreiner, W. C., Hydrocar-
bon Process., (1968), 47(4), 145.

Spencer, C. F., A Semi-Empirical Study of the True Critical
Properties of Defined Mixtures, Ph.D. Thesis, Pennsylvania
State University (August, 1975).

Klosek, J. and McKinley, C., Proceedings, First International
Conference on LNG, Chicago, Illincis (1968).

Shana'a, M. Y. and Canfield, F. B., Trans. Faraday Soc.,
(1968), 64, 2281.

Miller, R. C. and Rodesevitch, J. B., A.I.Ch.E.J., (1973),
18, 728.

Miller, R. C., Chem. Eng., (1974), 81 (23), 134.

Watson, K. M., Ind. Eng. Chem., (1943) 35, 398.

Nichols, W. B., Reamer, H. H., and Sage, B. H., A.IL.Ch.E.J.,
(1957), 3, 262.

Kay, W. B., Chem. Rev., (1941), 29, 501.

Kurata, F., Solubility of Solid Carbon Dioxide in Pure Light
Hydrocarbons and Mixtures of Light Hydrocarbons, Research
Report RR-10, Gas Processors Association, Tulsa, OK (1974).
King, M. B., Phase Equilibrium in Mixtures, p. 65, Pergamon
Press, Inc., New York, New York (1969).

Prausnitz, J. M., Molecular Thermodynamics of Fluid-Phase
Equilibria, p. 234, Prentice-Hall, Inc., Englewood Cliffs,
New Jersey (1969).

Lewis, G. N. and Randall, M., Thermodynamics, 2nd Edition,
Revised by K. S. Pitzer and L. Brewer, p. 207, McGraw Hill
Book Co., Inc., New York, New York (1961).

Meyers, A. L. and Prausnitz, J. M., Ind. Eng. Chem. Funda-
mentals, (1965) 4, 209.

Friend, L. and Adler, S. B., Chem. Eng. Progr., (1957) 53,
452.

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



7. ADLER ET AL. Industrial Uses of Equations of State 199

35. Seidell, A., Solubilities of Inorganic and Metal Organic
Compounds, 4th Edition, Vol. 1 & 2, D. Van Nostrand Com—
pany, Inc., New York, New York (1958).

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



8

Applications of the Peng-Robinson Equation of State

DONALD B. ROBINSON, DING-YU PENG, and HENG-JOO NG
University of Alberta, Edmonton, Alberta, Canada

The recently proposed Peng-Robinson equation of state (1)
incorporates the best features of the Soave (2) treatment of the
Redlich-Kwong (3) equation into a new model which has some signi-
ficant advantages over earlier two-parameter equation of state
models. The purpose of this contribution is to indicate how the
equation performs when it is used for calculating fluid thermo-
dynamic properties for systems of industrial interest.

The flexibility of the equation and the generality of the
situations for which it can be used to give answers of acceptable
reliability at a reasonable cost are illustrated through example
calculations of vapor pressure, density, vapor-liquid equilibrium,
critical properties, three phase L;L,G equilibrium for systems
containing water, and HL;G, HL;L,G, and HL;L; equilibrium in
hydrate forming systems.

The equation shows its best advantages in any situation
involving liquid density calculations and in situations near the
critical region, but it is usually better than other two para-
meter models in all regions.

In developing the new equation certain criteria were estab-
lished at the outset. In order for the equation to be acceptable
the following conditions had to be met.

a. The equation was to be a two—constant equation not higher
than cubic in volume.

b. The model should result in significantly improved perfor-
mance in the vicinity of the critical point, in particular
with Z. and liquid density calculations.

c. The constants in the equation should be expressable in
terms of P., T, and w.

d. The mixing rules for evaluating mixture constants should
not contain more than one fitted binary interaction para-
meter, and if possible this parameter should be temper-
ature, pressure, and composition independent.
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e. The equation should be sufficiently general in its appli-
cability so that the one equation could be used to handle
all fluid property calculations for systems normally
encountered in the production, transportation, or processing
or natural gas, condensate, or other related hydrocarbon
mixtures.

The Peng-Robinson Equation

The details of the development of the Peng-Robinson (PR) equa-
tion are given in the original paper (1). The final results are
summarized here for convenience.

The equation has the form:

RT a(T)

b= v-b v(v+b) +b(v - b)

In this equation:

RT
b = 0.07780 F—C
(o]

a(T) = a(TC) . a(TR,w)

R2T 2
c
P
c

a(TC) = 0.45724

Z = 0.307
c

g T =1 + 1 3
o (Tprw) = K(-TR)

Kk = 0.37464 + 1.54226w - 0.26992w2

The values of b and a(T.) are obtained by equating the first
and second derivative of pressure with respect to volume to zero
along the critical isotherm at the critical point, solving the two
equations simultaneously for a and b, and then using the equation
of state to solve for Z..

The value of k for each pure component was obtained by linear-
izing the a%(TR,w) vs TR/2 relationship between the normal boiling
point and the critical point. This is slightly different that the
method of Socave (2) which assumed a linear relationship from
TR = 1.0 to Tg = 0.7.

The influence of w and k was obtained by a least squares fit
of the data for all components of interest.
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TABLE 1. Comparison of Vapor Pressure Predictions (Reprinted with
Permission from Ind. Eng. Chem. Fundamentals, 15, 293
(1976a). Copyright by The American Chemical Society.)

Relative Error, %.

No. of b c
Data AAD? BIAS RMS
Component Points SRK PR SRK PR SRK PR
Methane 28 1.44 0.66 0.47 0.38 1.57 0.77
Ethane 27 0.70 0.34 -0.10 -0.34 0.95 0.38
Propane 31 0.98 0.36 0.87 0.31 1.10 0.42
Isobutane 27 1.06 0.32 0.82 0.16 1.18 0.34
n-Butane 28 0.75 0.37 0.47 -0.22 0.86 0.42
Isopentane 15 0.46 0.54 0.17 -0.53 0.49 0.60
n-Pentane 30 0.92 0.58 0.50 -0.29 1.02 0.66
n-Hexane 29 1.55 0.90 1.31 0.37 1.75 1.06
n-Heptane 18 1.51 0.79 1.48 0.63 1.88 1.04
n-Octane 16 1.99 1.04 1.97 1.02 2.24 1.26
Nitrogen 17 0.56 0.31 0.00 -0.02 0.75 0.37
Carbon Dioxide 30 0.53 0.62 0.50 -0.49 0.63 0.71
Hydrogen Sulfide 30 0.66 0.96 0.34 0.42 1.00 1.48
Average, 7 1.01 0.60 0.68 0.11 1.19 0.73
N N
a igl[ dil b igldi c
AAD = —N BIAS = N

di = error for each point
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The mixing rules which are recommended are as follows:

bm=inbi
i
a =) ) x, x, a,
mo g5 TETY T
Y
a,, =(1-6..)a.,%a
1] 1] J

In the equation for ajy, §;3 1s a fitted parameter preferably
obtained by optimizing the prediction of binary bubble point pres-
sures over a reasonable range of temperature and composition.

Applications

Vapor Pressure. One of the important considerations for any
equation of state that is to be used for vapor-liquid equilibrium
calculations is whether or not it can accurately predict the vapor
pressure of pure substances. Table 1 shows a comparison between the
PR equation and the Soave-Redlich-Kwong (SRK) equation for predicting
the vapor pressure of ten paraffin hydrocarbons and three commonly
encountered non-hydrocarbons.

It will be noted that the use of the PR equation has improved
the RMS relative error by a factor of about 40 percent over the SRK
predictions using the same data. Further, it is seen that the SRK
predictions are biased high in every case but one and that PR predic-
tions are evenly split between positive and negative departures with
a resulting overall positive bias that is only 16 percent of the
value obtained using the SRK equation.

Densities. It is well known that the SRK equation tends to
predict liquid molal volumes that are too high, and that this is
particularly noticeable in the vicinity of the critical point. The
fact that the PR equation gives a universal critical compressibility
factor of 0.307 compared to 0.333 for the SRK equation has improved
the ability of the PR equation to predict liquid densities.

Figure 1 illustrates the performance of the two equations for
predicting the molal volume of saturated liquids and vapors for
pure n-pentane. At reduced temperatures above about 0.8, the average
error in liquid density has been reduced by a factor of about 4 by
using the new equation. At lower reduced temperatures, the predic-
tions by the new equation are better by a factor of about 2. Both
equations give acceptable predictions of the vapor density.

The ability of the new equation to predict the specific volume
of saturated liquids in multicomponent systems is clearly illustrated
in Figures 2 and 3. Figure 2 shows the calculated liquid volume
percent in the retrograde region for a 6 component paraffin hydro-
carbon mixture containing components from methane through n-decane.
Figure 3 shows the same kind of information for a 9 component system
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Figure 1. Comparison of molar vol-
umes of saturated n-pentane predicted

by the PR and SRK equations

Industrial and Engineering
Chemistry, Fundamentals

Figure 2. Volumetric behavior of
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containing Np, COy and HpS in addition to the 6 hydrocarbons.

The greatly improved performance of the PR equation is obvious,
particularly in the upper retrograde region, where an improvement
from about 20 to over 100 percent results. The ability of the
equation to predict upper dew points for these systems is also evi-
dent. It should perhaps be emphasized that none of the experimental
data on the mixtures was used in evaluating the parameters for making
the predictions.

Vapor-Liquid Equilibrium. One of the advantages of using a
simple two-constant cubic equation of state is the relative simpli-
city with which they may be used to perform vapor-liquid equilibrium
calculations. The time-consuming iterative procedures required by
multiconstant equations of state for calculating the coexisting
phase densities can be avoided by obtaining the roots analytically
from the cubic equation.

The ability of the PR equation to predict equilibrium phase
compositions and phase envelopes has been evaluated for a variety
of systems, including those containing both hydrocarbon and non-
hydrocarbon components. Examples of some of these are illustrated
in Figures 4, 5, 6, and 7.

Figures 4 and 5 show comparisons between equilibrium ratios
determined experimentally and those calculated by the PR and SRK
equations for a nine component system containing hydrocarbons from
methane to n-decane, together with nitrogen, carbon dioxide, and
hydrogen sulfide. The composition of this mixture is given in Table
2. An inspection of the figures shows that in general the agree-
ment between the experimental data and both predictions is good.
However, a more detailed analysis shows that the SRK prediction
would yield a somewhat higher convergence pressure for the system
than that predicted by the PR equation. Although it cannot be seen
from Figures 4 and 5, the K-factors converge to unity for the PR
prediction at 3400 psia and by the SRK prediction at 3700 psia.

The undesirable consequences of this may be explained as follows.
Each equilibrium ratio curve for the heavier components passes through
a minimum at a certain operating pressure. For these curves to con-
verge to unity at a lower pressure means that the equilibrium ratios
must increase more rapidly as pressure increases from the value at
the minimum to the value at the convergence pressure. By the same
reasoning, the ratios for the lighter components, in particular
nitrogen and methane, must decrease faster in the same pressure
interval. However, it is the equilibrium ratios for the heavier
components that control the dew point pressures. Thus if the PR
equation predicted the dew point pressure for a particular system in
the upper retrograde region, the SRK equation would have to go to a
higher pressure to find the same set of equilibrium ratios and con-
sequently it would predict a higher dew point pressure. The errors
resulting from this characteristic are clearly seen in Figures 2 and 3.

Figure 6 shows the experimental and predicted phase envelope
and critical point for a four-component lean gas mixture. Although
the agreement along the bubble point locus is good, the agreement
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Table 2

Composition of Sour Gas Mixture
Used for Equilibrium Ratio Comparisons
Yarborough (15)

Component Mole Fraction
N2 0.0299
Cl 0.7180
CO2 0.0302
C2 0.0456
HZS 0.0377
C3 0.0251
nC5 0.0533
nC7 0.0377
nClO 0.0300
s 3 am ‘ 1 . i i 1000
710+ g
i | —800
690+ g
o 4
a 600
W 670F -
% <> DETAIL OF lC)?IT!CIAL REGION b
wy fFOR 8
§ 400 PR CALCULATED=—— 400
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F o DEW POINTS §
o CRITICAL
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Figure 7. Predicted phase envelopes and critical point for

selected lean gas mixtures containing varying butanes, pen-
tanes, and heptane
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along the dew point locus does not appear to be as good. However,
measurements of this type are exceedingly difficult to make and the
pressures of initial liquid formation may be open to some uncertainty.
Initial liquid formation at -120° and -140°F as calculated from the
GPA Engineering Data Book (Revised 1976) agrees with the predictions.
As a further assessment of the discrepancy, flash calculations were
carried out at each of the experimental dew points, and the results
indicated that the system was more than 99.9 volume percent vapor in
each case. Thus it becomes a question of whether or not one can
actually observe something less than 0.1 volume percent liquid.

Figure 7 illustrates the response of the equation to slight
changes in the concentration of components heavier than propane in
a multi-component mixture. The three systems shown each contain a
small amount of nitrogen and carbon dioxide, approximately the same
amount of methane, ethane, and propane, but varying small amounts
of butanes, pentanes, and heptane. The compositions of the three
mixtures together with the calculated critical properties are shown
in Table 3. It will be noted that the phase envelopes for mixtures
A and C are typical, but that the phase envelope for mixture B
exhibits a double retrograde region. A detail of this region and the
critical point are shown in Figure 7. The authors are unaware of
other reports of a double retrograde region in multicomponent systems,
although the phenomenon is well known in binary systems (Chen et al,
4, 3)).

Critical Properties. A method for calculating the critical
properties of multicomponent systems using an equation of state has
recently been developed by Peng and Robinson (6). The method is
based on the rigorous thermodynamic criterion for the critical state
enunciated by J. Willard Gibbs (7) and uses the PR equation of state
to describe the fluid properties. In this study, the predicted and
experimental critical temperature and pressure were compared for 32
mixtures containing from 3 to 12 components. The systems included
paraffin hydrocarbons from methane to n-decane, nitrogen, carbon
dioxide, and hydrogen sulfide. The average absolute error in
pressure was 25 psia or 2.33% and the average arithmetic error was
+5.7opsia or 0.13%. For gemperature the corresponding errors were
7.7 R or 1.31% and +7.0 "R or 1.14%. The range of critical pres-
sures varied by a factor of 4.43 and the range of critical tempera-
tures by a factor of 2.88.

Figure 6 illustrates a typical comparison between the predicted
and experimental critical point for a four-component system and
Figure 7 and Table 3 illustrate the calculated critical properties
for systems containing up to 10 components.

Water-Hydrocarbon Systems. The application of the PR equation
to two and three-phase equilibrium calculations for systems containing
water has recently been illustrated by Peng and Robinson (8). As in
the case of other hydrocarbon-non-hydrocarbon mixtures, one fitted
binary interaction parameter for water with each of the hydrocarbons
is required. These parameters were obtained from experimental data
available in the literature on each of the water-hydrocarbon binaries.
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Table 3

Peng-Robinson Equation of State

Selected Mixtures Used for Phase

Envelope and Critical Point Calculations

Mixture A

Mixture B

211

Mixture C

Component Mole 7 Mole % Mole %
Nitrogen 1.67 1.76 1.27
Carbon Dioxide 0.20 0.17 0.34
Methane 97.21 97.18 97.57
Ethane 0.805 0.78 0.78
Propane 0.090 0.079 0.02
Isobutane 0.010 0.009 -
n-Betane 0.015 0.016 --
Isopentane - 0.002 -
n-Pentane - 0.001 -
n-Heptane - 0.003 0.02
Critical Pressure,

psia 706.4 706.6 707.2
Critical Temperature,

°F -113.0 -112.7 -113.2
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The three phase program was then evaluated by comparing predicted

and experimental results for the methane-n-butane-water and n-butane-1
butene-water systems as reported by McKetta and Katz (9) and Wehe and
McKetta (10).

Figures 8 and 9 illustrate the type of agreement that was
obtained for the water content and the hydrocarbon distribution in
both the hydrocarbon liquid and vapor phases for the methane n-butane-
water system. It can be seen from Figure 8 that the predictions
reproduce the water content very well at all temperatures. Figure 9
shows that the agreement between experimental and predicted hydro-
carbon concentrations in the vapor and liquid phases is goog at 100°F,
although the agreements does not seem to be as good at 2220°F. The
experimental data for 220°F may be open to question since the critical
pressure for methane-n-butane mixtures at 220 F is reported to be
about 1350 psia by Roberts et al (11). The experlmental data of
these authors on the methane-n-butane system at 220°F are included
for comparison. It seems doubtful that the presence of water in this
system would increase the critical pressure to about 1550 psia as
indicated by the three component data. In v1ew of this, the predicted
results are thought to be just as good at 220°F as at 100°F.

The programs used to make the above prediction have been
successfully used for three phase flash, bubble point, and hydrocarbon
and/or water dew point calculations. Generally the calculations con-
verge rapidly and normally require only about 20 iterations. The
programs predict hydrocarbon concentrations in the aqueous liquid
phase which are several orders of magnitude lower than the reported
experimental data. In order to obtain a good prediction of these
very dilute concentrations a different and possibly temperature
dependent 83 may be required.

An additional example of the ability of the PR equation to
predict the water content of gases saturated with water is shown in
Figure 10. The comparisons shown here are for the PR predictions
and the GPA Engineering Data Book (Revised 1976) values for the
water content of natural gases. It will be noted that the GPA data
and the predictions are practically coincident over the entire range
of pressures and temperatures.

Hydrates. Programs have been developed for predicting hydrate
forming conditions for the HL;G, HL;L,G, and HL;L, equilibia. These
use the approach developed by Parrish and Prausnitz (12) but with the
PR equation used throughout for all fluid property calculations.
Details of the method have been reported by Ng and Robinson (13).

Typical results for the HL;G equilibrium are shown for the
carbon dioxide-propane-water system and the methane-isobutane water
system in Figure 11. The predicted and experimental pressures are
compared at the experimentally determined hydrate temperature. The
mixtures of carbon dioxide and propane included concentrations from
6 to 84 mole percent propane on a water-free basis in the gas phase
and the mixtures of methane and isobutane included concentrations
from 0.4 to 63.6 mole percent isobutane on the same basis. It will
be seen that the predicted and experimental results compare favorably
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throughout, although the methane--isobutane values are biased
slightly high.

Figure 12 shows a comparison between predicted and experimental
HL,L,G data for the methane-isobutane-water system. None of the
four-phase data were used in establishing the parameters used in
making the predictions.

Recently, Ng and Robinson (l4) have extended the methods used
above for the HL;G and HL1L,G equilibria to the HL,L; region. This
was accomplished by developing a method for predicting the slope of
the HL;L, locus in multicomponent systems. By combining this with
the predicted HL,L,G point for the system it is possible to calcu-
late the hydrate forming temperature in the HL;L, region at any
pressure.

Figure 13 shows a comparison between predicted and experimental
hydrate forming conditions in the HLiL, region for three selected
liquid mixtures. The composition of the mixtures is given in Table
4. These include a mixture of essentially paraffin hydrocarbons, a
mixture containing a significant amount of carbon dioxide, and a
mixture containing a wide range of molecular weights. The mixture
containing the carbon dioxide shows a difference between the pre-

. . . 0
dicted and experimental hydrate formation temperature of about 2°F
although the slopes of the predicted HL;L, locii agree very well
with those of the experimental data in every case. The discrepancy
between the experimental and predicted hydration temperatures
probably results from a combination of small errors in both the
bubble point and hydrate programs.

Future Work

Undefined Fractions. The example applications illustrated above
show the ability of the PR equation to make acceptable fluid property
predictions for a wide variety of situations when the composition of
the system is fully defined. At the present time, a suitable method
has not been developed for characterizing the critical properties
and acentric factor for an undefined fraction such as Cy; or its
equivalent. Work is currently in progress on this problem. The
importance of being able to handle this kind of situation for indus-
trial systems involving petroleum fractions can readily be appreciated.

Water Content of Systems Containing C0, and HS. Frequently
reservoir fluids and petroleum fractions contain significant concen-
trations of C0y and HyS. When these fluids are in the presence of
liquid water and an equilibrium gas and/or liquid phase it is of
interest to be able to calculate the water content of the gas and
hydrocarbon liquid. A suitable scheme for making these predictions
is currently being developed. Preliminary indications are that the
8§45 values for water with COj or HpS will have to be temperature
dependent.

Nomenclature
a - attraction parameter in PR equation
b - Van der Waals covolume
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Figure 13. Comparison of experi-

mental and predicted hydrate-form-

ing conditions in selected liquid mix-
tures in the HL,L, region
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Table 4

Composition of Mixtures Used for Predicting
Hydrate Formation in the HlLZ

. a
Mixture T

Mixture II®

Region

Mixture IIIC

Component Mole 7% Mole % Mole %

M Methane 2.2 - 14.5
Ethane 30.6 17.0 -
Propane 50.8 38.6 27.1
Isobutane 16.2 18.9 -
Nitrogen 0.2 - -
Carbon Dioxide - 25.5 -
n-Decane - - 58.4

aNg and Robinson (13)

“Verma (16)
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- gas phase

- solid hydrate phase

water-rich liquid phase

liquid phase rich in hydrate former(s)
pressure

- gas constant

- temperature

- molar volume

- mole fraction

- compressibility factor

NX <" -HEIDo
N
I

Greek Letters

- scaling factor in PR equation

- interaction parameter

characteristic constant used for PR parameters
- acentric factor

£ <X o
]

Subscripts

c - critical property
i,j - component identification
m - mixture property
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Application of Equations of State in Exxon’s Production

Operations

S. W. HOPKE
Exxon Production Research Co., Houston, TX 77001

Equations of state are the heart of Exxon's computer simula-
tion of phase behavior in field separation facilities, pipelines,
gas plants and condensate or volatile oil reservoirs. These simu-
lation programs are executed scores of times each working day.
There are several state equation methods available to our engi-
neers. One of them, the BWRS equation, (1 - 3), is more accurate
than the others and is used for almost all of our simulations that
employ state equations.

The BWRS equation is Starling's modification of the Benedict-
Webb-Rubin equation of state. It contains eleven adjustable pure
component parameters plus a binary interaction parameter for each
component pair. Thus, a typical 20 component mixture would be
characterized by 220 pure component parameters and 180 different
binary interaction parameters--a total of 400 constants. Exxon's
set of constants were determined by multi-property regression, a
procedure in which parameters are adjusted until available data on
density, enthalpy, vapor pressure, K-values, sonic velocity, and
specific heats are all matched simultaneously. The large number
of constants to be determined requires that these data be accurate
and that they cover a wide range of conditions. Nearly 20,000 data
points were used to determine our set of constants. The large
amount of data required limits the components that can be handled
to the relatively few for which such data exist and may also place
a practical limit on the number of parameters desirable in an equa-
tion of state.

To be useful for typical petroleum production applications, a
state equation must be able to predict the phase behavior of mix-
tures containing hydrocarbon fractions. The BWRS equation can do
this for mixtures containing fractions with molecular weights as
high as 500. The BWRS parameters for these fractions are obtained
from correlations of the parameters, made dimensionless by dividing
by appropriate powers of the ¢ritical temperature and critical
volume, with the acentric factor. Accurate predicted K-values for
light components in oils result from correlations of binary inter-
action parameters. Reliable simulations of absorber plant
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performance are possible even when only the molecular weight and
density of the absorption oils are known.

In condensate and volatile oil reservoirs, in high pressure
separation facilities, and in pipelines associated with production
of reservoirs in remote locations, phase behavior is dominated by
hydrocarbons heavier than Cjp. Since the concentrations and pro-
perties of these heavy hydrocarbon fractions are not usually known,
reliable phase behavior predictions for these produced fluids are
impossible unless they are based upon experimental phase behavior
data for the fluid in question. Consequently, to predict the phase
behavior of these systems, we take the following approach. First,
the composition of the fluid is measured to Cjg+ and the molecular
weight and density determined for each of the Cg to Cipt fractioms.
The Cjgt+ fraction is then split into several components——typically
the Cjg, C15, C20, and Cps5 fractions. This split and the binary
interaction parameters of these heavy hydrocarbon fractions with
other components are adjusted until the model matches experimental
phase behavior data for the fluid. The minimum phase behavior
data required is the volume percent liquid at several pressures and
at a constant temperature.

Because of the large number of constants involved, the BWRS
method requires slightly longer computation times than simpler,
less accurate methods. Considerable attention to improving compu-
tation efficiency has enabled us to use the BWRS equation in tray-
to-tray column calculations and in a one-dimensional compositional
reservoir simulator, applications which involve large numbers of
state equation calculations.

While the BWRS equation of state is adequate for most of our
applications, there are problem areas. Some low temperature pro-
cessing conditions approach the critical region, where calculations
lose accuracy and are difficult to converge. To date, we have not
systematically evaluated the accuracy near mixture critical points
nor studied ways to improve convergence in this region.

We have not had great success modeling water with the BWRS
equation. Water is present in most production systems and we have
had to use separate correlations for water behavior.

Binary interaction parameters, especially for component pairs
that greatly differ in molecular size, tend to be temperature
dependent. This indicates that the mixing rules can be improved.

In the future, we plan to continue incorporating new data
into our correlations as they become available. We also await with
interest studies currently underway in the universities that might
lead to fast, generalized equations of state that can handle water
and polar compounds while retaining adequate accuracy for engi-
neering applications.
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Phase Equilibria from Equations of State

T. E. DAUBERT
Pennsylvania State University, University Park, PA 16802

As I am last to make opening remarks I have decided to take a
slightly different approach to the problem. The previous six speakers
have alluded to the meaning and application of various equations--their
advantages, disadvantages and accuracy. As co-director of the API
Technical Data Book project my major interest is in ascertaining what
equation is the most generally interpolatable and extrapolatable with
reasonable accuracy over a wide range rather than what is the most
accurate equation within a limited range of applicability.

My major premise is: No equation of state is necessarily better
than the data used to validate it. In order to be generally valid
any equation must be tested over a wide range of molecular type and
weight of components, a wide range of compositions, and the entire
temperature and pressure span. We've evaluated many of the equations
available and conclude that a decision as to the universally "best"
possible equation cannot be made with current data. In addition, I
personally would suggest that until more data are available further
refinements of existing base equations may be empty exercises.

Thus, what I would like to do is show some examples of the
data that are available and then point out where the largest gaps
exist and what must be done about it. My discussion will be limited
to hydrocarbon systems and systems of hydrocarbons and the indus-
trially important gases—-Hz, Np, HpS, COp, and CO. It will become
apparent that the easy data already have been taken and the difficult
data are yet to be determined.

Discussion

Table 1 shows the data which have been gathered for our work
from a comprehensive survey of the literature. All binary data
were rigorously tested for thermodynamic consistency using the method
of Van Ness and co-workers (1, 2) using the general coexistence
equation reduced to constant temperature or constant pressure
according to the data source. It is readily apparent that less than
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two-thirds of the binary data were consistent. Thus, only the
consistent points were used for data evaluation. The method was
extended to ternary systems. However, since necessary parameters
for testing often were not available for many data sets, all
available data which were not obviously in error were used for
testing.

From this table it is apparent that data on ternary hydro-
carbon-non-hydrcarbon systems are in short supply as are data on
all four and higher component systems. However, the former need
is the most critical for testing purposes as estimating equations
which are accurate for ternaries, in general, are accurate for
higher multicomponent systems. The table also shows no entries
for hydrocarbon-water or petroleum fraction systems. Such systems
will be discussed later.

Table 2 breaks down the consistent binary hydrocarbon data by

Table 2
Consistent Binary Hydrocarbon VLE Data

Number of

System Types Points Carbon Number Range
A B A B
Paraffin - Paraffin 727 Cl—08 CZ_ClO
Paraffin - Olefin 160 CZ—C7 CZ—C6
Olefin - Olefin 29 C3 C4
Paraffin - Naphthene 133 Cl—CS C6—C7
Paraffin - Aromatic 450 Cl—08 C6—C9
Olefin - Aromatic 128 C2—C8 C6—C8
Naphthene -~ Aromatic 160 CS—C8 C6-C8
Naphthene - Naphthene 3 C6 C7
Aromatic - Aromatic 60 C6—C9 C7—Clo
Total 1850

molecular type systems and carbon number range. Of systems of real
interest, date is very sparse for naphthene-naphthene and aromatic-—
aromatic systems. Data are nonexistent above Cjg for any of the
system types.
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Table 3 shows the distribution of pressure ranges of the data
Table 3

Pressure Range of Binary Hydrocarbon Data

Pressure Range (psia) Percent of Data Points
P < 14.7 37
14.7 < p < 100 6
100 < p < 1000 44
1000 < p 13

for the total binary hydrocarbon data set. Few data exist in the
important range of 1 - 7 atm. or above 65 atm.

Table 4 lists the consistent binary hydrocarbon-nonhydrocarbon
VLE data. Data are again essentially nonexistent above hydrocarbons
containing ten carbon atoms. Aromatic data is essentially limited
to benzene and naphthenic data are almost absent.

Table 5 summarizes data for multicomponent systems. For hydro-
carbons, the same deficiencies exist as were present for binaries--
only worse. Aromatic and naphthenic data are nonexistent. For
nonhydrocarbon-hydrocarbon systems no data are available for CO or
CO0p and other data are extremely sketchy.

Two areas listed in Table 1 were not discussed--hydrocarbon-
water binaries and petroleum fractions. For the former systems
only eight systems of experimental VLE data (ethylene, propylene,
l-butene, l-hexene, n-hexane, cyclohexane, benzene, and n-nonane)
were available. Use of solubility data and calculated VLE data
added only five more systems (propane, propyne, cyclopropane, n-
butane, and 1,3-butadiene). For petroleum fraction systems only
three sources and seven systems have been characterized well enough
to use in analytical correlations to be tested. These systems
include three naphtha-fuel o0il systems, two hydrogen-hydrocrackate
fractions, and two hydrogen-hydrogen sulfide-hydrocrackate fractions.
No reasonable work can be done without additional data.

Conclusions

The major conclusion of this survey is obvious--more data are
necessary in order to validate an extended range, completely general
equation of state. Particularly important areas for which new data
must be taken or proprietary data must be released are listed below
in no particular order as priorities depend on the users needs.

1. All systems with hydrocarbon components above Cyg.
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Consistent Binary Hydrocarbon - Nonhydrocarbon VLE Data

Nonhydrocarbon

Hydrogen

Hydrogen Sulfide

Carbon Dioxide

Carbon Monoxide

Nitrogen

Table 4

Hydrocarbon Type

and Carbon Number Range

Paraffins (C1 - C12)
Olefins (C2 -> C3)
Naphthenes (C6 > C7)

Aromatic (C6)

Paraffins (Cl > ClO)
Naphthene (C9)

Aromatic (C8)

Paraffins (Cl - Clo)
Olefin (C3)
Naphthene (C3)

Aromatic (C6)

Paraffins (C1 > C8)

Aromatic (C6)

Paraffins (C1 > Clo)

Aromatic (C6)
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Approximate
Number of Data
Points

280

60

50

40
430

220

13

7
240

282

24

8

9
323

105

51
156

168

16
184
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Table 5

3, 4, 5, and 6 Component Systems

No. of No. of Data
Type System Systems Points
Hydrocarbon

Ternary Hydrocarbon

Paraffin - Olefin (C1 - C3 1 13

Paraffin - Naphthene - Olefin (Cg - C7) 2 67

Miscellaneous Systems with Paraffins,

Olefins, Acetylenes 5 152
668

Quaternary Hydrocarbon

Paraffin (Cy - Cy7) 4 15

Paraffin - Olefin - Diolefin - Acetylene

(C3) 1 53
Paraffin - Olefin - Diolefin - Acetylene

(Cs) 1 66

134
Five and Six Carbon Atom Hydrocarbon
5 Paraffin (Cy - C10) 8 28
6 Paraffin (Cy - Cyiq) 1 17
6 Paraffin - Olefin (Cy) 1 15
60
Nonhydrocarbon
Ternary Nonhydrocarbon
Hydrogen - Methane - Ethane 1 82
Hydrogen - Methane - Propane 1 30
Hydrogen - Methane - Ethylene 1 97
Nitrogen - Methane - Ethane 1 44
Nitrogen - Methane - Hexane 1 53
Hydrogen - Hydrogen Sulfide - C9 aromatic
or paraffin or naphthene 3 54
360
Quaternary Nonhydrocarbon
Hydrocarbon Nitrogen - Methane -

Ethane 1 7
Hydrogen - Benzene -~ Cyclohexane - Hexane 1 36
Hydrogen - Hydrogen Sulfide - Methane -

Isopropylcyclohexane 1 9

52
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2. Aromatic and naphthenic binary and ternary hydrocarbon
systems.

3. Nonhydrocarbon-naphthenic and aromatic binary and ternary
systems, especially hydrogen-aromatic-naphthenic systems.

4. Water-hydrocarbon binary and ternary systems of all types.

5. Water-hydrocarbon-nonhydrocarbon ternary systems.

6. Petroleum fraction and petroleum fraction-nonhydrocarbon
systems.

Progress in obtaining new data is essential if the users of

equations of state ever hope to adopt a reliable, dependable, and
accurate predictor.
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Equations of State in the Vapor-Liquid Critical Region

P. T. EUBANK
Texas A&M University, College Station, TX 77843

Equations of state (ES) may be divided between those that are
analytic and those that are not. Analytic equations of the form
P(p,T,[Z1{]) cannot provide an accurate description of thermodynamic
properties in the critical region whether for the pure components
or their mixtures. Scaled ES are non-analytic in the usual P (p,T)
coordinates but assume analyticity in u(p,T) for pure components.
The choice of variables for a scaled ES for a mixture is not well-
defined although Leung and Griffiths (1) have used P(T,[pi]) with
success on the 3He-%4He system. Phase diagrams are simplier in such
coordinates as the bubble-point surface and dew-point surface col-
lapse into a single sheet.

Analytical equations operating outside the critical region
generally correlate P-p-T-[Zj] data with greater difficulty as one
of the components is exchanged for a compound of greater acentri-
city or, particularly, polarity. Disclaimers usually accompany
classical equations to discourage use with highly polar compounds.
Steam is a good example--both the ES and correlation procedures
used to produce steam tables differ considerably from those used
with hydrocarbons. Scaled ES operating in the critical region,
where intermolecular forces are not so important, do not incur
additional difficulty with highly polar compounds.

I. Correlation of Fluid Properties with Analytic ES

Angus (2) has recently surveyed modern ES including

1. virial-type

2. extended BWR including Strobridge, Bender, Gosman-McCarty-
Hust, and Stewart-Jacobsen

3. Helmholtz free energy equations as used by Pollak and by
Keenan-Keyes-Hill-Moore for water/steam

4. orthogonal polynomials as in the NEL steam tables of 1964

5. spline functions as used by Schot in 1969 for steam

6. the Goodwin ES (non-~analytic)

7. the Kazavchinskii ES.
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The form of the ES plus the number and type of constraints to
be placed upon its constants depends on the compound and the region
of reduced pressure and temperature over which the equation is to
be used. First, we will examine compounds that are not highly
polar--i.e., dipole moment < 0.5D.

A. Non-Polar Compounds. 1If we wish to fit the data for
nitrogen (T, = 126.26K) above 200K, a Bender (3) ES,

(P/pRT) =1 + Bp + sz + Dp3 + Ep4 + Fp5 + (G + sz)pze—n20p2, (1)
_ a _ 2 3 _ 4
where B = 0y n2/T n3/T - n4/T nS/T
C=n,+n,/T+n /T2
6 7 8
D= ng + nlO/T
E = n, + an/T
F = nl3/T

_ 3 4 5
G = nl4/T + nlS/T + n16/T

_ 3 4 5
H = nl7/T + n18/T + nlg/T s

could be used with only the following constraints:

1. the equation for B containing five constants should accur-
ately reproduce the literature second virial coefficients
over the desired temperature range.

2. the constants in the equation for C may also be constrained
to fit any C (T) data and/or to provide a C vs T curve in
agreement with the Lennard-Jones pair-potential (4).

3. at high densities the Bender equation could be further con-
strained to reproduce a hard-sphere ES.

However, if we wish to fit both the liquid and vapor PVT sur-
face for nitrogen at temperatures above 80K, then additional con-
straints must be placed on the Bender constants. As most of the
properties in the two-phase region are functions only of tempera-
ture, are related by the Clapeyron equation, and often represent
measurements (i.e., heats of vaporization) independent of the
single-phase density data, it is generally best to fix the coexis-
tence dome first and later constrain the PVT surface to consistently
pass through it.

Douslin and coworkers (5) provide excellent examples as to the
determination of accurate and consistent two-phase properties. The
critical constants, the vapor pressure curve, and the saturation
densities are found graphically from the two-phase data. The heat
of vaporization is calculated from the Clapeyron equation and
checked for power-law behavior against the temperature variable
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T =1 - TR as discussed by Hall and Eubank (6). This reference
also provides a method for accurate determination of the vapor
pressure slope at the CP,

1]

Yo = [dP./dT] ITR (2

=1,
which ranges from about four for “He to over eight for water.

The following additional constraints may now be placed on our
Bender ES constants:

4. slope of critical isochore at CP equal to Y.

5. (3™P/3p™)r, = 0 at CP, withm =1, 2, 3, 4.

6. obey Maxwell's equal area rule on each subecritical iso-

therm spaced 10K.

At this point there is the danger that our twenty-constant
Bender equation has been constrained to the point where there are
no free constants left to fit the single-phase density data. Ben-
der (2) generally used comstraints 1, 4, 5 (m = 1,2) and 6 (about
5 isotherms) which leaves seven free constants.

B. Polar Compounds. The same procedures can be applied to
highly polar compounds except that it is difficult to accurately
represent the single-phase density data without a large number of
unconstrained constants. For the water example, the Pollak egua—
tion uses 40 constants, Keenan-Keyes-Hill-Moore used 50 and Jusa
used over 100 as did Schot in her bicubic spline fit.

The major difficulty concerning ES for polar compounds is the
lack of accurate, comprehensive data or, in most cases, the lack of
any data. Steam is probably the only highly polar compound for
which there is a large body of data for a variety of properties
such as vapor pressure, critical constants, saturation densities,
heats of vaporization, single-phase densities in both liquid and
vapor, calorimetric, Joule-Thomson, sonic velocities and heat capa-
city measurements (7,8,9). Recent data (10) and compilation work
(11) have improved the picture for ammonia. There is also a rea-
sonable body of data for methanol but it is not altogether thermo-
dynamically consistent (12).

Inconsistencies are more likely to occur between sets of PVT
data from different laboratories due primarily to surface effects
——physical adsorption and chemical reaction. Likewise, calculated
enthalpy deviations with pressure at constant temperature from
density measurements are not so likely to agree with the calori-
metric data as for non-polar compounds.

IT. Non-Analytic ES

The reader may note that there is now a tendency to use some
of the results consistent with scaling theory and the data in con-
junction with an assumed analytic ES. Examples are (1) a non-
analytic vapor pressure equation such as that of Goodwin or of Wag-
ner and (2) m = 3,4 in constraint 5, above. While theoretically
inconsistent, an analytic ES so constrained generally provides a

In Phase Equilibria and Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



234 PHASE EQUILIBRIA AND FLUID PROPERTIES IN CHEMICAI INDUSTRY

better approximation in the critical region although incorrect at
the CP. Two difficulties that arise in using non-analytic ES are
that (1) they are not easily tractable and (2) they are not desir-
able outside the critical region. By tractable, we mean the ease
with which one can derive an equation for a measureable quantity,
such as the heat of vaporization, from a reasonably simple scaled
ES, such as that due to Vicentini-Missoni, Levelt Sengers and
Green (13), in the form of u(p,T). One often derives an expression
involving a power series as in Ref. 6 for the vapor pressure.
Attempts to blend analytic and non-analytic ES along an arbi-
trary critical region face the usual difficulty of blending differ-
ent analytic equations--discontinuities are likely to occur in the
second derivatives of the PVT surface (i.e., the heat capacity)
plus the dissimilarity of the form of the two equations. A success-
ful example is the blending of the Bender ES with Schofield's para-
metric scaled ES by Chapela and Rowlinson (14) for methane and
carbon dioxide. One alternate procedure suggested by Levelt Sengers
is to use the analytic ES as the background term and add on the
necessary non-analytical terms in a manner such that they only con-
tribute in the critical region. A second alternative is just the
reverse——take the CP as reference and add analytic terms to the
scaled ES as one moves away from the CP.
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On the Development of an Equation of State for

Vapor-Liquid Equilibrium Calculations

M. G. KESLER and B. I. LEE
Mobil Oil Corp., Princeton, NJ 08540

Mobil's VLE and related thermodynamic correlations find their
use in the modeling of gas and crude reservoirs, natural gas plants,
refinery units, as well as petrochemical plants. Because of the
diversity and overlap of these needs, we favor the use of an equa-
tion of state (EOS) for most thermodynamic calculations in support
of process modeling. Our recent experience in the development of tt
Lee-Kesler generalized correlation and in the use of a modified
Soave-Redlich-Kwong equation (SRK) give us reason to believe that tt
above goal is attainable, at least to meet current needs. We would
like to outline a few criteria that might be helpful in guiding
future work in this area.

Desired Characteristics of an EOS for VLE Calculations

An important requirement of an EOS, to fill the needs of the
petroleum industry, is that it apply to a wide range of hydrocarbon
from methane.to components boiling above 1500F and to wide boiling
mixtures of these components, including also Hp, H20 Ny, 0p, COg, C
and HyS. The EOS would need to cover temperature ranges of -250 tc
1000F and pressures from vacuum to several thousand psi, correspond
to reduced temperatures (Tr) of 0.3 to 30 and to reduced pressures
(P,) of 0.01 to 10.

As a corollary of the above, the EOS should conform with the
principle of corresponding states, that is, it should be generaliz:
The advantages of a generalizable form are in the ease of developis
an EOS and of extending its application. A generalized form of ths
coefficients should also help the development of mixing rules. It
is worth noting that the BWR EOS shows excessive and erroneous dep:
dence on composition that can be traced to the specificity of the
constants.

A good starting point for the development of an EOS for VLE
application is reasonable representation of the compressibility.
this connection we have plotted in Figure 1, representation of the
compressibility factor of n-octane for several isotherms, using th
Lee-Kesler, Soave and Peng-Robinson (P-R) EOS's (1, 2, 3). As is
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Figure 1. Compressibility factor comparison
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seen from the figure, the Soave results show significant departure
from the Lee-Kesler, particularly near the critical and in the
liquid region. P-R shows much closer agreement with the Lee-Kesler
except near~the critical, where the P-R gives a unique Z. of 0.307.
Since the Z, of substances of interest to the petroleum industry
varies from about 0.2 to 0.3, this is a severe shortcoming of P-R
and of other modified R-K EOS's.

The Soave and P-R modifications of the R-K EOS have remarkably
improved VLE representation. Nevertheless, we believe that the
above weaknesses lead to thermodynamic inconsistencies, hence to
difficulties of extrapolation and representation of thermal properties.
We favor a three-parameter EQS, approaching the complexity of BWR,
that would represent compressibility with greater accuracy than
modified R-K EOS's do.

Characterization of Heavy Hydrocarbons (NBP>200F)

Accurate representation of VLE in petroleum processing by an EOS
depends on the accuracy of input data that characterizes the component
or narrow-boiling fraction. 1In this connection it would be helpful to
review current methods of characterizing a typical crude. The
starting point for that is a crude assay shown in Figure 2. The
crude, boiling between 100 and 1000F, is divided into fractions
boiling within a range of, say, 25F. Each fraction is characterized
by a boiling point (NBP) and a specific gravity (SG). Current prac-
tice is to derive from these two properties, the other properties
needed for the EOS such as Pe, T., W, MW, etc. The current state-of-
the-art based on the corresponding states principle can be represented
by:

(Correlations based on NBP and SG)

f(TC, Pc’ w) = f[TC(NBP,SG),PC(NBP,SG),m(NBP,SG)]=¢(NBP,SG) (1)

We believe that the above mapping can be improved, particularly for
hydrocarbons derived from coal, shale, etc., by introducing a third
parameter, such as viscosity. The proposed can be represented by:

(Correlations based on NBP, SG, and u)
£(T,P,w) = £[T_ (NBP,SG,u)P _(NBP,SG,u)w(NBP,SG,u) =@ (NBP,SG,1) (2)
Two of the reasons for the suggested relation (2) are:
1. The ideal-vapor specific heats of naphthenes differ significantly
from the specific heats of a mixture of n-paraffins and aromatics
with the same NBP and SG as those of the naphthenes (4).

2. The viscosities of petroleum fractions with the same NBP and SG
are different from cracked than for virgin stocks (5). 1In fact,
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viscosity is suggested as a third parameter because it reflects
well structural differences between substances.

In connection with the crude assay, shown in Figure 2, relation (2)
implies that viscosity would be measured simultaneously with the NBP
and SG, as a function of the percentage distilled off the crude,
hence as a function of temperature.
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Oil Recovery by CO, Injection

RALPH SIMON
Chevron Oil Field Research Co., LaHabra, CA 90631

In the U.S. (excluding Alaskan North Slope) ~420 billion bar-
rels of oil have been discovered (Figure 1). Of this amount 110
billion have already been produced and an additional 30 billion can
be economically recovered at present prices as primary or secondary
production. Of the ~280 billion unrecoverable by primary and secon-
dary methods only a fraction can be recovered. Published studies
suggest that COp might recover 5 to 10 billion barrels. This
amount depends on economic parameters, the primary one being the
price of crude oil.

The suitability of a specific reservoir for C0O, injection can
be estimated from phase behavior measurements, physical property
calculations, and displacement tests in various porous media.
Reservoirs that are candidates for COp injection generally have
pressures exceeding 1500 psia (100 atmospheres) and crude oils with
specific gravity <0.87 (>30o API).

In 1976 there are 6 commercial COp injection projects (1), and
more are planned. It's doubtful that enough good-quality naturally
occurring COy can be found for all of them.

Displacement Mechanisms in CO7--Reservoir 0il Systems

The physical phenomena that occur during CO, injection can be
explained with the aid of a series of simplified network model
drawings of a porous medium. Figure 2 represents a virgin reser-
voir containing oil as the continuous phase and connate water in
isolated clusters of pores. Figure 3 shows the reservoir after a
waterflood, indicating the residual oil not displaced by the water
and the continuous water phase reaching from inlet to outlet.
Figure 4 illustrates the invasion of COjp following the waterflood.

The advancing CO; dissolves in the residual reservoir oil,
causing it to swell, decreasing its viscosity, and vaporizing the
more volatile components in the oil. The advancing vapor phase is
also able to enter and displace pores containing residual oil
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because of low interfacial tension between the advancing gas and
residual liquid. The combination of these phenomena enables CO2
to displace oil in either secondary or tertiary conditions.

Phase and Flow Behavior Characteristics of CO2
—-—Reservoir 0il Systems

The mechanisms described in the previous section are expressed
quantitatively in Figures 5 through 10.

Figure 5 shows CO2 solubility in oil as a function of pressure
and temperature. Note that at typical reservoir conditions e.g.
2,000 psia (135 atmospheres), and 170°F (77°C) the solution con-
tains 65 mol percent COp. At these conditions the density of the
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Figure 5. CO; solubility in oil
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C0, and some reservoir oils are nearly equal, thus minimizing COj
gravity override.

Figure 6 shows oil phase volumetric expansion. With 65 mol
percent CO2 in solution the swelling can be 25 percent. As the
oil swells it displaces adjacent o0il toward the producing wells.

Figure 7 displays the viscosity of COs-crude oil mixtures.
The data show that dissolved COj can reduce viscosity as much as
100 fold. This improves the mobility ratio and decreases the
tendency of CO; to finger in the high permeability paths. A com-
plete discussion of Figures 5, 6, and 7 and related measurements
is in Reference 2.

Figure 8 shows the two phase boundary and critical point for
a COp-reservoir oil system and notes that a solid precipitated at
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CO02 concentrations >60 mol percent. Critical points of systems
studied ranged from 60 mol percent COp and 2570 psia (175 atmos-
pheres) to 75 mol percent and 4890 psia (330 atmospheres).

Figure 9 provides "K'" data for one COjy-reservoir oil system
at one pressure. For systems near the critical point, the K's
approach 1.0 and a significant amount of oil vaporizes.

Figure 10 indicates how interfacial tension between gas and
liquid phases varies with CO2 concentration and pressure, approach-
ing zero near the critical point.

The flow behavior of COp-reservoir oil systems in porous media
is studied by performing displacement tests in both bead-packed
slim tubes (length/diameter >100) and consolidated sandstone and
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Figure 9. KP vs. F plot for 55 mol % CO,, 45 mol % reservoir
oil at 130°F
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limestone cores. The tubes are used to determine the optimum pres-—
sure for oil displacement (Figure 11 (3)); the cores to measure oil
recovery versus pore volumes injected. Figure 12 indicates the
potential of COp to recover o0il from a previously waterflooded
reservoir.

Calculations
The phase and flow behavior data described above are the basis
for calculations used to evaluate new projects, design approved

ones, and operate them efficiently. These calculations are done
principally with a Compositional Simulator. The main calculation

100 —

AT CO» BREAKTHROUGH

60

OIL RECOVERED (%)

20

0 ] B! I | ! | |
1200 1600 2000 2400

FLOOD PRESSURE (PSIG}

Figure 11. Oil recovered from CO, floods of 48-ft long sand pack
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is a performance prediction that shows recovery versus time for a
specified number and location of wells, injection rate, reservoir
pressure and temperature, etc.

Compositional Simulator calculations are also used to help
understand the effects of mass transfer as COp advances through
the reservoir and displaces oil. Two examples:

Figure 13 shows the C2+ in the gas phase versus time and dis-
tance. Note how the gas phase enriched with 20 mol percent Cp+
moves through the reservoir.

Figure 14 displays interfacial tension versus time and dis-
tance. Here a low (essentially zero) interfacial tension front is
shown moving through the reservoir. Under these conditions CO2
provides a miscible displacement.

Research

In recent years there have been significant advances in obtain-
ing data on COs-reservoir oil systems. However, more data are
needed in order to evaluate, design, and operate individual COj
injection projects without first making extensive, costly, and
time-consuming experimental studies. Additional information is
needed primarily in two categories:

1. Predicting the properties of two-phase mixtures—-
specifically, more reliable K correlations and
interfacial tension equations.

2. Understanding mass transfer and predicting its
effect versus time and distance as a CO2 front
moves through the reservoir.

Abstract

Various authors have estimated that five to ten billion bar-
rels of U.S. crude 0il (excluding Alaskan North Slope) may be
potentially recoverable by CO2 injection. This recovery will
result when COp dissolves in the oil, swells it, reduces its vis-
cosity and lowers interfacial tension between the injected gas and
the residual oil thus enhancing oil displacement. Also COp vapor-
izes the volatile part of the oil, carrying it from the reservoir
in the gas phase.

Physical property correlations and displacement tests with
COp-reservoir oil systems are needed to calculate the effect of
CO9 injection. The calculations are used in evaluating new pro-
jects, designing approved ones, and operating them efficiently.

Research is needed to improve the reliability of present cal-
culation methods, particularly for predicting the properties of
two-phase mixtures.
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A Computer Model for Calculating Physical and
Thermodynamic Properties of Synthetic Gas Process

Streams

GRANT M. WILSON and MARK D. WEINER
Brigham Young University, Provo, UT 84602

This paper describes our progress to date on development of a
computer model based on a thermodynamically-consistent correlation
that will accurately and reliably predict enthalpies, entropies,
densities and ultimately K-values for synthetic gas systems over
the range of typical synthetic gas processing conditions.

A review of various gasification processes is given in Table 1.
Thig table sgows that process operating temperatures range from
550" to 3000°F. The gasification of liquid hydrocarbons is done
at temperatures ranging from 550°F to lOOOOF, while coal gasifi-
cation processes operate at temperatures from SOOOF to 3000 °F.
Gasification pressures range from ambient to 1500 psia, and may be
extended to 4000 psia.

The principal chemical reactions of these processes can be
characterized by the following equations.

CH + H,0 > H, + CO (1)
X'y 2 2

Co + H20 >~ H, + 002 (2)

2

co + 3H, > CH, + H,0 (3)

4

In some cases hydrogen is produced by reactions 1 and 2, and
then the feedstock is hydrogenated to produce gas and oil. High
operating temperatures are achieved either by pre-heating the reac-
tants or by partial combustion using oxygen or air. Reactor
products and by-products therefore consist of the following
compounds.

Hydrogen Argon

Carbon monoxide Hydrogen sulfide

Carbon dioxide Carbonyl sulfide
256
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Water Ammonia

Methane Light hydrocarbons
Nitrogen Heavy hydrocarbons
Oxygen

The prediction and correlation of energy requirements, heat
exchanger duty, chemical equilibria, and separation equilibria
requires a knowledge of the enthalpy, compressibility, fugacity,
and vapor-liquid equilibrium properties of these compounds and
their mixtures.

Existing prediction methods apply primarily to hydrocarbon
mixtures at relatively low temperatures and their application to
mixtures containing significant concentrations of water, CO2,

HoS, and COS at high temperatures is questionable. Thus, accurate
prediction methods are needed either by modification of existing
methods or by development of new methods.

A discussion of various alternatives for development of a new
prediction method is given in the next section of this report.

Pogsibilities for New Prediction Methods

Equation-of-state methods appear to be the most likely candi-
dates for reliable accurate data. They are capable of predicting
enthalpy, entropy, density, fugacity, vapor-liquid, and liquid-
liquid data from one equation in regions where both low and high
densities are encountered. Rapid computation requires that the
equation be simple yet accurate without computational difficulties
in areas surrounding the critical point.

Possible candidates for this purpose are the following.

1. Modify existing correlations based on the Redlich-Kwong

equation of state.
a) Mark V (P-V-T, Inc., Houston, Texas)
b) Soave (1) method

2. Adapt the BWR equation

3. Develop new equations of state
Correlations based on the Redlich-Kwong equation of state have a
"built in" volume-dependence limitation. The equation has the
right form for non-polar compounds but not for polar compounds.

Fog example, if one correlates the solubility of COy in water at

77 F; then one would expect that the correlation should also
predict the solubility of water in CO7. This is not the case,
since the predicted solubility of water in COp at liquid-liquid
saturation is 2.1 mole percent instead of the measured value of
0.25 mole percent (2). This represents a factor-of-eight predic-
tion error. No amount of change of the temperature parameters will
correct this error because it is related to the volume dependence
of the equation. Since water is a principal component of synthetic
gas processes, an accurate prediction of this mixture seems
essential.

The BWR equation has not been adequately tested for predicting

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



14, WILSON AND WEINER Synthetic Gas Process Streams 259

the properties of polar and non-polar compounds. The author has
some doubts whether it would be suitable. A second disadvantage
is that the BWR equation has so many constants that it takes about
five times the computer time required by the Redlich-Kwong equation.
What is needed then is a new equation comparable in compu-
tation speed to existing Redlich-Kwong correlations, but with the
capability of correlating the properties of both polar and non-
polar mixtures. A new modified Van der Waals equation which meets
these requirements is described in the next section of this report.

A New Modified Van der Waals Equation for Both
Polar and Non-Polar Compounds and Their Mixtures

Van Laar (3,4) used the Van der Waals equation to derive the
now widely used Van Laar equation for calculating activity coeffi-
cients in non-ideal mixtures. His derived equation is as follows.

272 2
£n vy, = (——==—) b.a’' (L
1 ijl + x2b2 1
X.b
171 2
£n vy, = (——————)" b, a' (2)
2 xlbl + x2b2 2
where b = Van der Waals b
a'=1 %1 _ %2,2
RT bl b2
a;,a, = Van der Waals a

As derived, the equation gave only approximate results; but it was
found that by making the b's and a's empirical parameters a large
number of mixtures could be accurately correlated. Of course, by
this method the parameters lose their physical significance as
parameters in the Van der Waals equation. Nevertheless, the equa-
tion has proved to be a very useful equation, and is now more
appropriately written in the following form.

X,S
272 2
£n vy, = ( )° S.B (3)
1 Xlsl + x282 1712
x.S
171 2
£n vy, = (——————)° S.B (4)
2 xlSl + x282 2712

where S, B = empirical parameters.

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



260 PHASE EQUILIBRIA AND FLUID PROPERTIES IN CHEMICAL INDUSTRY

If the original Van Laar equation came from the Van der Waals
equation, then what equation of state corresponds to the empirical
Van Laar equation? 1If this equation of state were known, one
would have an equation of state with empirical parameters to adjust
for assymetric non-ideal behavior in mixtures.

The authors believe that such an equation is derivable by
assuming that void spaces in a fluid can be considered as addi-
tional component of a mixture. When this method is used with
the empirical Van Laar equation, then the following modified
Van der Waals (M-VDW) equation is produced. (See the appendix
for details.)

- _ v ? b xj ijksk(Ajk/RT)
v _ jk 5)
RT = = 2 (
V-5»b (V + 5-b)
where b = molecular-volume parameter analogous to Van der
Waals b
Ajk = energy parameter analogous to Van der Waals
Ajk
S = symmetry parameter from the empirical Van Laar
equation
B = Ixibj
i
S = Ix45§

1

This equation reduces to the form of the Van der Waals equation
when S equals b. Thus the model is in agreement with the original
Van Laar equation when S = b; this confirms the method by which it
was derived. The parameters Sj and Ajj/RT have been assumed to be
temperature dependent as follows.

Tc,
= _ 1
f—n(Sj/bj) Cj ) (6)

Tc, Tc., 9 Tc. 3 Tc, 4
S;A;/RT = o + 8 (—Tl) +y (—T-l) +6 (—Tl) +0 (—Ti) (7)
Equation (6) is significant because it shows that as T - « then Sj
> bj. This means that the equation approaches the Van der Waals
form at high temperatures. The parameter S can be considered to
be the effective volume of a molecule resulting from interaction
forces between the molecules. The trajectory of a molecule
passing a central molecule is changed as a result of molecular
interactions, and passing molecules thus collide more frequently
with the central molecule than would otherwise be expected. When
this happens, the effective size of the molecule is larger than
its actual size. At high temperatures, the molecular interactions

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.
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become small compared to the kinetic energy of the molecules and
the trajectory of a molecule is negligibly altered. When this
happens, the effective size of a molecule is the same as the
actual size of the molecule.

The parameter Ajj has the units of energy per unit volume and
is analogous to the square of the solubility parameter in the
Scatchard-Hildebrand equation. Numerous tests of the Scatchard-
Hilderbrand equation have shown that there is significance to the
solubility parameter. Previously, there has been no way to interpret
this type of parameter from an equation of state. This new M-VDW
equation could provide this opportunity.

Preliminary studies show that the M-VDW equation can be
adjusted to accurately predict the physical properties of water,
hydrogen, carbon dioxide and methane. Comparisons with experi-
mental data are given in Tables 2 to 21. Tables 2 to 5 give
comparisons between experimental and predicted liquid molar
volume, vapor pressure, and saturated vapor compressibility factor
data for these compounds. These are preliminary results, never-
theless the agreement between experimental and predicted data
from the M-VDW equation are quite good. With some exceptions,
liquid molar volumes are predicted within about #2%. This could
be improved by assuming a small temperature dependence of the b
parameter. Vapor pressure data appear to be predicted to better
than #1%, and saturated vapor compressibility factors are accu-
rately predicted except at conditions close to the critical
temperature where this property changes quite drastically with
only small changes in temperature. The prediction of these
properties presumably can be improved by adjusting either the A
or S parameters. One important conclusion from these comparisons
is that water properties can be predicted with accuracy comparable
to other non-polar compounds. This result is important in deter-
mining the suitability of the M-VDW for correlating and predicting
the properties of mixtures containing polar and non-polar
compounds.

Tables 2 to 5 compare properties at temperatures below the
critical temperature of the compounds. Tables 6 to 9 extend the
comparisons to temperatures above the critical temperatures. The
tables compare experimental and predicted compressibility factor
data. Deviations between experimental and predicted data are
small except in regions near the critical point. All equations
of state tend to deviate in this region, and the authors believe
the accuracy is comparable to predictions from other equations of
state.

From past experience, the authors have found that if other
physical properties such as vapor pressure and compressibility
factor are accurately predicted; then enthalpy will be accurately
predicted. This was found to be so in this case as is shown in
Tables 10 to 15. Tables 20, 11, and 12 compare published and
calculated enthalpy data in the saturation regions for water, COj

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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Table 6, WATER, Comparison of Predicted and Experimental
Compressibility Data in Super Heat Region
Data Obtained From (6)

700%F @) 1200°F

PSIA  EXP  M-VDW  XDIFF PSIA  EXP  M-VDW  ZDIFF

500 L9443 .9422  -0.22 500 .9866  .9865  —0.01
1000  .8809  .8801  ~0.09 1000 .9727  .9733  0.06
1600  .7915 .7969  0.68 1600  .9560 .9561 0.0l
2000 .7207 .7341  1.86 2000 .9445  .9452  0.07
2500  .6103  .6400  4.87 2500 .9302 .9315  0.14
3000  .4274  .5000  16.99 3000 .9159  .9179  0.22
4000  .1662 .1582  -4.81 4000 .8870 .8910  0.45
5000  .1940  .1834  ~5.46 5000 .8579  .8644  0.76

900°F 1600°F

PSIA  EXP  M-VDW  XDIFF PSIA  EXP  M-VDW  %DIFF

500 .9703  .9704 0.0l 500 .9953  .9946  -0.07
1000 .9390 .9382  -0.09 1000 .9901  .9894  -0.07
1600  .8996  .8996  0.00 1600  .9841  .9832  -0.09
2000 .8723 .8732  0.10 2000  .9800 .9792  -0.08
2500 .8366 .8395  0.35 2500  .9750  .9743  -0.07
3000 .7998  .8035  0.46 3000  .9699  .9695  -0.04
4000  .7221  .7289  0.94 4000  .9596 .9587  —0.09
5000  .6397  .6488  1.42 5000 .9493  .9492  -0.01

a) This is slightly below the critical temperature of 706°F.

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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PSIA

17.75
150.93
221.91
443.52

833.26

PSIA

19.94
159.45
235.87
368.28

612.24

PSIA

14.04
163.27
310.38
467.33

747.00

a)

Synthetic Gas Process Streams

Table 7, NORMAL HYDROGEN, Comparison of Predicted and
Experimental Compressibility Data in Super Heat Region
Data Obtained From (7)

-398.47°F
EXP M-VDW ZDIFF PSIA
.9708 .9729 0.22{ 19.24
.6882 .7056 2.53] 183.11
.2890 .2784  -3.67| 454.69
.3913 .3872  -1.05| 876.18
.6512  .6302  -3.22| 1540.14
-391.27°F
EXP M-VDW ZDIFF PSIA
.9757  .9777 0.20] 80.90
.7803 .7935 1.69| 1385.83
L6415 .6635 3.43] 2192.64
4292 .4360 1.58| 3640.20
.5167 .5122  -0.87| 5894.57
-380.47°F
EXP M-VDW ZDIFF PSIA
.9887 .9897 0.10| 162.39
.8623 .8726 1.19 3311.01
7287 .7465 2.44 | 6126.76
L6174  .63.26  2.46| 9005.71
.6315 .6347 0.51 12526.87
This

267

-351.67°F
EXP M-VDW ZDIFF
L9941 .9948 0.07
L9462 .9514 0.55
.8808 .8913 1.19
.8488 .8582 1.11
.9552  .9582 0.31

~189.67°F
EXP M-VDW %“DIFF
1.003 1.0028  -0.02
1.074 1.0668  -0.67
1.132 1.1221  -0.87
1.254 1.2398  -1.13
1.462 1.4552  -0.47

80.33°F
EXP M-VDW ZDIFF
1.007 1.0059  -0.11
1.140 1.1325  -0.66
1.266 1.2596  -0.51
1.396 1.3989 0.21
1.553 1.5748 1.40

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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400
600
800

1000

PSIA
200
400
600
800

1000

PSIA
200
400
600
800

1000

a)

PHASE EQUILIBRIA AND FLUID PROPERTIES IN CHEMICAL INDUSTRY

Table 8, CARBON DIOXIDE, Comparison of Predicted and
Experimental Compressibility Data in Super Heat Region
Data Obtained From (8)

100 @
EXP M-VDW ZDIFF PSTA
.9260 .9386 1.36 200
8471 .8717 2.90 400
.7585 .7961 4.96 600
.6695 .7080 5.75 800
.5789 .5921 2.28 1000

140°F
EXP M-VDW ZDIFF PSIA
.9406 .9522 1.23 200
.8727 .9016 3.31 400
.8043  .8477 5.40 600
.7337 .7882 7.43 800
.6853 .7230 5.50 1000

240°F
EXP M~-VDW #ZDIFF PSTIA
.9718 .9737 0.20 200
L9433  ,9455 0.23 400
L9145 .9175 0.33 600
.8859 .8891 0.36 800
.8564 .8605 0.48 1000

This is slightly above the critical temperature

at 88°F.

400°F
EXP M-VDW ZDIFF
.9885 .9886 0.01
.9763 .9775 0.12
L9647 .9658 0.11
L9534  ,9547 0.14
.9427 .9439 0.13

600°F
EXP M-VDW #ZDIFF
.9955 .9966 0.11
.9912 .9934 0.22
L9865 .9904 0.40
.9822 .9875 0.54
9777 .9848 0.73

1000°F
EXP M-VDW AZDIFF
.9992 1.0020 0.28
.9986 1.0042 0.56
.9979 1.0063 0.84
.9972 1.0085 1.13
.9964 1.0108 1.45

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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Table 9, METHANE, Comparison of Predicted and Experimental
Compressibility Data in Super Heat Region
Data Obtained From (9)

~100°F 500°F
PSIA EXP  M-VDW  ZDIFF | PSIA EXP  M-VDW  %DIFF
100 .9567 .9567 — 100 1.0016 1.0000 -0.16
300  .8588 .8620 0.37 300 1.0023 1.0030  0.07
600  .6723 .6820 1.44 600 1.0047 1.0064  0.17
1000 .3217 .3045  -5.35 | 1000 1.0095 1.0115  0.20
2000  .4646 .4350  -6.37 | 2000 1.0252 1.0275  0.22
-60°F 1000°F
PSIA  EXP  M-VDW  %DIFF | PSIA  EXP  M-VDW  %DILFF
100 .9694 .9706 0.12 100 1.0016 1.0021  0.05
300 .9026 .9061 0.39 300 1.0062 1.0065  0.03
600  .7924 .8009 1.07 600 1.0126 1.0131  0.05
1000  .6250 .6378 2.05 | 1000 1.0215 1.0222  0.07
2000  .5206 .4931  -5.28 | 2000 1.0440 1.0438 -0.02
0o°F 1500°F
PSIA  EXP  M-VDW  ZDIFF | PSIA  EXP  M-VDW  %DIFF
100 .9808 .9818 0.10 100 1.0023 1.0018 -0.05
300 .9405 .9439 0.36 300 1.0062 1.0056 -0.06
600  .8788 .8867 0.90 600 1.0124 1.0112 ~0.12
1000  .7974 .8097 1.54 | 1000 1.0206 1.0188 =-0.18
2000  .6777 .6696  -1.20 | 2000 1.0420 1.0371 -0.47
100°F 2000°F
PSIA  EXP  M-VDW  ZDIFF | PSIA  EXP  M-VDW  %DIFF
100 .9906 .9915 0.09 100 1.0022 1.0012 -0.10
300 .9711 .9752 0.42 300 1.0057 1.0038 -0.19
600  .9440 .9502 0.66 600 1.0115 1.0076 -0.39
1000  .9108 .9200 1.01 | 1000 1.0192 1.0192 -0.64
2000  .8584 .8639 0.64 | 2000 1.0378 1.0260 ~-1.14

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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Table 10

Comparison of Calculated Water Enthalpy

Data with Literature Data in the Saturation Region (10)

Temp
°F

32.02
213.03
320.28
377.53
414,25
444.60
503.08
567.19
613.13

662.11

a

Pressure

PSTA

.089
&  15.0
90.0
190.0
290.0
400.0
700.0
1200.0
1700.0

2400.00

) Enthalgy base adjusted to fit the liquid enthalpy at

213.03°F

VAPOR

Enthalpy, BTU/LB
LIQUID
Calc Lit  Diff Calc
40.8 0 40.8 1080.5
181.2 181.2 — 1156.6
292.2 290.7 1.5 1191.8
354.7 350.9 3.8 1204.9
395.9 390.6 5.3 1210.8
430.6 424.2 6.4 1213.8
500.0 491.6 8.4 1214 .4
581.4 571.9 9.5 1205.3
645.1 636.5 8.6 1190.5
722.0 719.0 3.0 1163.2

Lit
1075.5
1150.9
1185.3
1197.6
1202.6
1204.6
1201.8
1184.8
1158.6

1103.7

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.

Diff
5.0
5.7
6.5
7.3
8.2
9.2

12.6

20.5

31.9

59.5
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Temp
°F

-69.9
-50.0
-40.0
-20.0
0.0
20.0
40.0
60.0

80.0

Comparison of Calculated Carbon Dioxide Enthalpy

Data with Literaturel

Pressure

PSIA

75.1

118.3
@ 145.9
215.0
305.8
421.8
567.3
747 .4

969.3

Synthetic Gas Process Streams

Calc
-19.9
-6.4
0.0

12.2

23.8

35.3

47.0

59.5

73.9

Table 11

271

Data in the Saturation Region (11)

LIQUID

Lit
-13.7
-4.6
0.0
9.2
18.8
29.6
41.8
55.7

74.0

Enthalpy, BTU/LB

Diff

3.0

5.0

5.7

5.2

3.8

-0.1

VAPOR

calc  Lit
138.2 136.0
139.6 137.3
140.1 137.9
140.8 138.7
140.9 138.9
140.2 138.5
138.5 136.8
135.5 132.2
129.8 119.0

Diff
2.2
2.3
2.2
2.1
2.0
1.7
1.7
3.3

10.8

a) Enthalpy base adjusted to fit the liquid enthalpy at -40°F.

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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Table 12

Comparison of Calculated Methane Enthalpy Data
with Literature Data in the Saturation Region (9)

Ei;i Prggizre Enthalpy, BTU/LB
LIQUID VAPOR
Cale Lit Diff  Cald  Lit

-280 4.90 -1934.0 -1934.0 —- -1706.1 -1705.8
~260 13.8  -1918.1 -1917.4 -0.7  -1697.9 -1697.6
-258.682 14.7  -1917.0 -1917.0 -- -1697.4 -1697.5
-235 39.0 -1897.4 -1896.4 -1.0  -1689.2 -1689.2
-210 87.6 ~-1875.6 -1875.2 -0.4  -1682.8 -1683.0
-185 169.7 ~1852.2 -1851.2 -1.0  -1679.5 -1679.2
-160 297.0 -1825.9 -1826.2 0.3  -1680.3 =-1679.2
-135 482.0 -1797.0 -1795.3 1.3  -1688.3 -1686.8
-116.5° 673.1 -1760.1 -1730.0-30.1  -1708.6 =-1730.0

a) Enthalpy base adjusted to fit the liquid enthalpy
at -258.68°F.

b) Critical point of methane.

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.
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Table 13

Comparison of Calculated Water Enthalpy Data
with Literature Data in the Superheat Region (10)

Tgmp Pressure Enthalpy, BTU/LB

F PSIA Calc Tit Diff
7502 1000 1361.8 1358.7 3.1
1500 1332.4 1328.0 4.4

2000 1299.6 1292.6 7.0

2500 1262.6 1250.6 12.0

3000 1218.1 1197.9 20.2

3500 1158.9 1127.1 31.8

4000 933.8 1007.4 -73.6

6000 819.4 822.9 -3.5

8000 796.1 796.6 -0.5

10000 783.8 783.8 —

15000 769.6 769.7 0.1
1500 250 1806.4 1800.2 6.2P
500 1803.2 1796.9 6.3

750 1799.9 1793.6 6.3

1000 1796.7 1790.3 6.4

1500 1790.2 1783.7 6.5

2000 1783.8 1777.1 6.7

2500 1777.1 1770.4 6.7

3000 1770.6 1763.8 6.8

3500 1764.1 1757.2 6.9

4000 1757.6 1750.6 7.0

6000 1731.8 1724.2 7.6

8000 1706.4 1698.1 8.3

10000 1681.7 1672.8 8.9

15000 1624.6 1615.9 8.7

a) Slightly above critical temperature of water at 706°F.

b) The error of 6 BTU/1lb is an error in the ideal gas enthalpy
at 1500°F referred to the liquid at 213°F. This error is caused by
a small error in the ideal gas heat capacity of water. This problem
will be corrected.

In Phase Equilibria and Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.
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Table 14

Comprison of Calculated Carbon Dioxide Enthalpy
Data with Literature Data in the Superheat Region (ll)

Tgmp Pressure Enthalpy, BTU/LB
F PSIA Calc Lit Diff

=20 1.0 152.5 151.5 1.0
10.0 152.1 151.1 1.0
25.0 151.4 150.4 1.0
50.0 150.2 149.0 1.2
100.0 147.6 146.0 1.6
200.0 141.9 139.9 2.0
300 1.0 219.6 218.8 0.8
10.0 219.5 218.8 0.7
25.0 219.3 218.7 0.6
50.0 218.9 218.4 0.5
100.0 218.3 217.8 0.5
200.0 216.9 216.4 0.5
400.0 214.2 214.0 0.2

600.0 211.4 211.4 0
1000.0 205.7 205.9 -0.2
1000 1.0 399.9 399.0 0.9
10.0 399.9 399.0 0.9
25.0 399.8 399.0 0.8
50.0 399.8 398.9 0.9
100.0 399.6 398.9 0.7
200.0 399.3 398.8 0.5
400.0 398.7 398.4 0.3
600.0 398.1 398.0 0.1
1000.0 397.0 397.2 -0.2

In Phase Equilibria and Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.
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Table 15

Comparison of Calculated Methane Enthalpy Data
with Literature Data in the Superheat Region (9)

Tgmp Pressure Enthalpy, BTU/LB

F PSIA cale Lic Diff

-60 1.0 -1595.7 -1595.6 -0.1

25.0 ~1596.9 -1596.8 -0.1

50.0 -1598.2 -1597.9 -0.3

100.0 -1600.7 -1600.4 -0.3

200.0 -1606.0 -1605.7 -0.3

400.0 -1617.3 -1617.0 -0.3

600.0 -1630.0 -1629.8 -0.2

1000.0 -1662.0 -1661.9 -0.1

2000.0 ~-1727.3 -1720.8 -6.5

700 1.0 -1110.0 -1107.8 -2.2

25.0 -1110.1 -1107.9 -2.2

50.0 -1110.3 -1108.0 -2.3

100.0 -1110.4 -1108.3 -2.1

200.0 -1110.8 -1108.9 -1.9

400.0 -1111.5 -1109.8 -1.7

600.0 -1112.3 -1110.3 -2.0

1000.0 -1113.7 -1112.6 -1.1

2000.0 -1117.0 -1116.3 -0.7

2200 1.0 518.5 518.6 ~0.1

50.0 518.4 518.6 -0.2

100.0 518.7 518.8 -0.1

200.0 518.8 519.2 -0.4

400.0 519.0 519.8 -0.8

600.0 519.2 520.4 -1.2

1000.0 519.7 521.8 -2.1

2000.0 521.2 525.3 -4,1
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Table 16, WATER, Comparison of Predicted and
Experimental Second Virial Coefficients

o Literature 12)

TK M-VDW G. S. Kell M. P. Vukalovich
353.16 -561.4 -844.4
373.16 ~465.75 -453.6
423.16 ~308.59 -326 -283.3
473.16 -217.35 -209 -196.1
523.16 -160.18 -152.5 -145.4
573.16 -122.2 -117.1 -112.9
623.16 ~95.67 -92.38 -90.2
673.16 -76.53 -73.26 -72.4
723.16 -62.24 -59.36 -60.6
773.16 -51.29 -50.4
823.16 -42.72 -42.0
923.16 -30.33 -29.4
1073.16 -18.75 -17.0
1173.16 -13.68 -11.6
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Table 18, HYDROGEN, Comparison of Predicted and Curve Fit
Experimental Second Virial Coefficients

M-VDW

-239.2
-106.0
-30.3
-1.6
9.7
13.0
14.5

Table 19, METHANE, Comparison of Predicted and Curve Fit
Experimental Second Virial Coefficients

M~-VDW

-415,
-204.
-107.
-62.
-37.
-11.
2.
11.

OO K ~~WOoWLk

Literature(:—Lg
-230 +5
-111 +3

=35 +2

-1.9 +1
11.3 0.5
14.8 +0.5
15.2 +0.5
LiteratureQL%)
=344 +10
-191 +6
-107 +2

-67 +1

-42 +1

-15.5 +1

-0.5 +1
8.5 +1

Table 20, Predicted Solubility of Water in Carbon Dioxide at
Liquid-Liquid Saturation from the M-VDW and Mark V

Equations of State at 25°¢C

Solubility
Mole %
Measured (2) 0.25
Predicted b M-VDW 0.20
Predicted b Mark V 2.1

b) The C0p-Hy0 interaction coefficient was

Error
%

20

840

adjusted to fit

the measured solubility of COp in H20 which is 2.55 mole % as
reported by Francis.
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and methane respectively. Water deviates on the average about 7
BTU/1b in both the liquid and vapor regions except at high pressures
in the vapor region. This bias could be corrected by adjusting the
enthalpy base, and the error at high pressures in the vapor could be
minimized by simultaneous fitting of multiple properties. We con-
sider the agreement here to be quite good considering that no
enthalpy data have yet been used in developing the model. Enthalpy
data on CO in Table 11 show similar behavior except that a smaller
adjustment needs to be made. Data on methane in Table 12 show
almost perfect agreement except at the critical point where the
computation method does not prove reliable. Superheat data in
Tables 13, 14, and 15 also show good agreement. Data on water in
Table 13 deviate near the critical point of water. Thus at 750°F
and 4000 psia the largest deviation of -73.6 BTU/1lb occurs. At
higher and lower pressures the agrement is much better. At 1500 °F
there appears to be a constant bias in the calculated enthalpy of
water, and this error can be corrected by use of a better ideal-gas
heat capacity equation. Data in Table 14 on COj; agree very well
with published data. Data on methane in Table 15 also show good
agreement except at 700°F where deviations of about -2 BTU/1b occur.
This error is probably due to ideal-gas enthalpy error, and can be
corrected.

We suspect some variance between calculated and measured data
is due to inconsistencies between various sets of data. This is
shown in Tables 16 to 19 where calculated second virial coefficients
are compared with literature data from various sources on water, CO02,
hydrogen, and methane respectively. Calculated data in all four
tables appear to agree with the experimental data almost within the
scatter of the data. This demonstrates two things. One is that the
comparison depends on whose data you compare with and the other is
that predictability almost within experimental accuracy has been
made without fitting virial coefficient data directly for both polar
and non-polar compounds. One problem in predicting values at 3000°F
is the lack of experimental data. This means that theoretical
models for the second virial coefficient will have to be used in
order to extend to these higher temperatures.

Predicted data for mixtures of carbon dioxide and water have
been made at low temperature and at high temperatures. These com-
parisons are given in Tables 20 and 21. Table 20 compares the
predicted solubility of water in liquid carbon dioxide at liquid-
liquid saturation at 25°C from the M-VDW and Mark V equations of
state. This comparison shows a very large difference between the
two equations of state. The M-VDW equation predicts the solubility
within 20% while the Mark V is in error by a factor of eight.
Because of the adjustable symmetry parameter, the M-VDW equation
proves to be significantly superior to the Mark V. Presumably the
Soave equation would give results comparable to the Mark V because
they both assume the Redlich-~Kwong volume dependence.

Table 21 compares experimental and predicted compressibility
data on COjp-water mixtures at high temperature from the M-VDW

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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equation of state. This comparison shows good agreement with mea-
sured data where deviations on the order of *17 depending on the
temperature and pressure.

Parameters used in predicting data given in Tables 2 to 21 are
summarized in Table 22.

Summary and Future Work

The results of this study show the following.

1. The M-VDW equation can be used to correlate both low-

temperature and high-temperature physical property data.

2. Polar compounds such as water can be correlated with

accuracy comparable to non-polar compounds.

3. Accurate liquid-liquid equilibria are predictable from

the M~VDW equation of state.

4. The assymetric activity coefficient behavior of non-ideal

mixtures is predictable.

5. This new equation should be comparable in computation speed

to existing Redlich-Kwong modifications such as Mark V or
Soave.

Although not presented here, it can be shown that the M-VDW
parameters can be calculated from group contributions. This makes
possible the calculation of heavy hydrocarbon parameters without a
knowledge of the critical constants. By this method, paraffin,
napthene, and aromatic solvent effects can be taken into account
without knowing the actual compounds present in a given hydrocarbon
fraction.

Work is in progress to generalize the parameters in the M-VDW
model so that they will be predictable from the acentric factor and
perhaps a polar parameter. Also work is planned to extend the model
for predicting enthalpy, heat capacity, entropy, density, and phase
behavior (including liquid-liquid-vapor phase behavior) of water,
hydrogen, carbon dioxide, carbon monoxide, nitrogen, methage, and
other light hydrocarbons for temperatures from O F to 3000 F and
pressures from atmospheric to 4000 psia. Subsequent to this, the
correlation will be extended, according to present plans, to
include systems containing intermediate and heavy oils and tars of
the types encountered in synthetic gas processing. The model is
expected to take into account the aromatic, naphthenic, and parafinic
nature of these oils and tars. Ultimately it is planned to also
extend the M-VDW model to include low-temperature processing for
hydrogen purification.

Nomenclature

Symbol Definition

ai Van der Waals a

a; derived from a, and b,, Eqns. 1-2
i i i

In Phase Equilibria and Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.
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Symbol Definition
ij : derived from Bij’ Aji, and Ajj’
Eqn. a-6
ahj ajj interaction parameter when
i = void spaces
21K ajj when both i and j = void spaces
A Helmholtz free energy
AI Ideal Helmholtz free energy of
mixing
Ai Helmholtz free energy of pure
component
Aij M-VDW parameter in Eqn. 5
Aii interaction parameter defined by
Eqn. a-4
b b=Z,x.b,
i%i71
bi bi = Van der Waals volume
bH volume of "one mole" of void spaces
Bij Van Laar parameter in Eqn. a-1
Bi. Analogous Van Laar parameter in
J Helmholtz free energy Eqn., a-3
C Temperature parameter for Sj in
Eqn. 6
G Gibbs free energy
E
G Excess Gibbs free energy of mixing
I
G Ideal Gibbs free energy of mixing
Gz Free energy of pur component
o moles of void spaces given by Eqn.
a-7
n, moles of component i
P pressure

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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Symbol Definition

Si Van Laar parameter

SH Van Laar Si for void spaces
S S = i Xisi

T Absolute temperature

Tc Critical temperature (absolute)
v Volume

v Molar volume

X, mole fraction of component i
Z compressibility factor

a

B8

Y Parameters for calculating

8 Ajj in Fqn.

o

Yg Activity coefficient
Appendix

Derivation of M-VDW Model
The excess free energy of mixing given by the Van Laar equation is
given as follows.
E
= ?n,iny, 2_2321§12j§j§13 (a-1)
ii i

LSk

S
RT

where Bii Z 0.

The total free energy is given as the free energy of the components
plus the ideal free energy of mixing plus the excess free emergy of
mixing as follows.

0
G In.G, I E "
RT - 4 L1 + G +G (a=-2)
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If the same analytical form is assumed for the Helmholtz free
energy, one obtains the following.

I

A _ I .o . A" £.5.n.s.n.8.B',

oh = .n.A, gy e S R R -

RT - 1% TRT T s - (a-3)
K"k

where the prime is used to show that the B'ij parameters have
different values than Bij. o

The pure component free energy Aj can be defined in terms of
parameters S; and A}; as follows.

AY = S.A!, (a~4)
i iTii
This definition can be substituted into Equation (a-3) to give the
following.

I
A A r.Z.n.S.n.S.a,.
RETRE T CET RIS (a=2)
KKk
where
] 1
a,. = 8", + 241 T Ay (a-6)
ij ij 5

In the next step, we assume that void spaces in a fluid can be
considered as an additional component in calculating the Helmholtz
free energy. This is done by assuming a molar volume for void
spaces so that the number of moles of void spaces can be calculated
as follows.

ny = P (a-7)
bH
where bk = molar volume of molecules excluding void spaces
b, = molar volume of void spaces

Substitution into Equation (a-5) give the following.

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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A A_I + \
RT RT anbk SH : nksk ZanSkn'S'ai'
(A -, —) — + k] ij 2
k b \ \
\ H
S
— In,S.a,,
+ 2(V—ankbk)bH 5 373 H]
V2
S
2, "H,2
Ut b) G ) ey
v (a-8)
The free energy of a void space is zero, so
a,.. =0 (a-9)

HH

Also at infinte volume, the free energy equals the free energy of
an ideal gas at unit pressure:

S
A H Zn,S
) =% 13 3°Hj (a-10)
V=c H
o H
or A, =2by S.ay. (a-11)

When Equation (a-9) is substituted into (a-8) and the equation is
rearranged algebraically we obtain the following.

S
H
- -—In.,S .
?;nisinjsjaij + 2(V Zkknkbk)b .nj jaHJ
A_A 1] Hj
RT RT S

H
(V- ankbk)g + anks

(a=12)

In the Van Laar equation, one of the S's is arbitrary; so we define
as follows.

= -13
Sy = by (a-13)

With this change our final Helmholtz free energy equation is as
follows.
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S
H
I )?)?nisinjsjaij + 2(v- Zk Kk k)b Zn SJaHJ
A A ij
== 4 (a-14)
RT RT V-In, b, + ZIn S
K k'k K k'k

The equation of state is derived from the derivative of A with
respect to volume as follows.

= —(W T n (a°15)

The resulting equation is as follows.

P _ _(M) + JnlsanSJAlJ/RT (a-16)
RT v T,n " (V=g b_+ L k)
where Ajk/RT is defined as follows.
A1k
T -aij + ap; + aHj (a-17)

The derivative of the ideal Helmholtz free energy of mixing with
respect to volume is assumed to given by the V-1, 10y b term in the
Van der Waals equations; or

I Z.n,
9A_/RT, 11 (a-18)
3V ’T,n ~ V-I.n.b,
11 1

-(

Thus our final equation, called the Modified Van der Waals equation,
is as follows.

£y I,InS.n.S, (A /RT)

P N S (a-19)
RT V—inibi vV + anksk - k " k)
=  =%.5.x S X, s (a; /RT)
or z=—_-V—-Vle:L (a-20)
V-b Vv + s;b)

This equation is the same as Equation (5) in this paper.
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This equation is unique because the mixture rules are already
defined. Also Van Laar parameters derived from fitting binary and
multicomponent vapor-liquid equilibrium data relate directly to
parameters in the equation of state. By simple substitution it can
be shown that A:y/RT in Equation (a-17) is related to Bij in Equation
(a-3) by the equation:

A,
dk _ g -
RT - B0 37K (a-21)

This substitution is not quite as simple as it appears because the
Bjk parameters are defined as Van Laar interaction parameters when
no void spaces are present; this is different from the usual defi-
nition.

Although not shown ‘here, it can be shown that the Sl, and A ik
parameters can be calculated from group contributions as in the
calculation of activity coefficients from group contributions.
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Thermophysical Properties: Their Effect on Cryogenic

Gas Processing

D. G. ELLIOT, P. S. CHAPPELEAR, R. ]. J. CHEN, and R. L. MCKEE
McDermott Hudson Engineering, Houston, TX 77036

The changing economic climate in the natural gas processing
industry has precipitated the design and construction of gas pro-
cessing plants to recover 80 percent or more of the contained
ethane. Typically, high ethane recoveries are attained by employing
a cryogenic process utilizing a turboexpander. Historically, the
availability of fundamental thermophysical property data required to
design gas processing plants has lagged behind the design and con-
struction of such facilities (1). The cryogenic process is no
exception. Due largely to the efforts of the Gas Processors
Association, pertinent experimental data has been taken and correlated
by several methods. These thermophysical property correlations are
generally available to the gas processing industry. It is the
authors' intent to illustrate the relationship between process design
and accurate prediction of K-values, enthalpy, entropy, and COy
solubility.

Scope

In 1970, White et al (2) demonstrated the importance of accurate
K-value correlations“in cryogenic plant design by comparing predicted
product recoveries for a typical cryogenic plant using several
correlations available at that time. The various K-value correla-
tions gave predicted recoveries for ethane from 25.77% to 45.0% and
for propane from 66.7% to 90.7%. Since that time much progress has
occurred in correlations. Existing correlations have been refined
and new correlations have been introduced.

It is the authors' intent to demonstrate the importance of
accurate thermophysical properties on plant design and to compare
the properties predicted by generally available correlations. This
has been done by comparing predictions both from K-value correlations
and enthalpy/entropy correlations for the major components in a
typical cryogenic process. In addition, the predicted COj concen-
trations near the conditions of COj solids formation, a condition
limiting ethane recovery in many plants, are presented.

The correlations examined, listed in Table I, are of three

289
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TABLE I
CORRELATIONS
Type Symbol Description Reference
Empirical: GPA CONV K-values from Hadden con- (4)

vergence pressure concept
(1972 edition) with CHy,
CoHg, C3Hg from binary
data at low temperatures.
K-values (convergence)
computer calculated from
GPA Coefficient curve fit.
K-values (binary) hand
calculated.

HUDSON McDermott Hudson proprietary
correlation for K-values of
CH4, CoHg, and C3Hg. Uses
GPA CONV for heavier compo-

nents.

Equation of State:

van der Waals MARK V Wilson modification of the (5)
Redlich-Kwong equation of (6)

state; computer program
marketed by PVT, Inc.

LEE Lee et al. correlation as )
programmed in the GPA
computer package K & H.

SOAVE Soave modification of the 38
Redlich-Kwong equation of
state, as programmed in the
GPA computer package K & H.

P-R Peng-Robinson modification  (9)
of the Redlich-Kwong equa-
tion of state. Values com-
puter calculated from cor-
relation by P-R distributed

by GPA.
BWR SH BWR Starling-Han modification (10)
of the Benedict-Webb- (@R

Rubin equation of state as
programmed in the GPA com-
puter package K & H.
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15. ELLIOT ET AL. Cryogenic Gas Processing 291

TABLE I (Continued)

Type Symbol Description Reference
Conformal Solution: K VAL 1972 program for K-value

by CHEMSHARE for high
methane content streams.
Based on binary K data
for ten reference systems.

PROP-75  Property-75 Rice Univer- (12)
sity shape factor corres-
ponding states program for
physical properties using
methane and pentane as
reference. 1975 revision
of computer program dis-
tributed by GPA.

K DELTA T. W. Leland corresponding (13)
states correlation using
data for binary systems as
reference. Computer program
marketed by Simulation
Science Inc. (SSI).

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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292 PHASE EQUILIBRIA AND FLUID PROPERTIES IN CHEMICAL INDUSTRY

types: empirical, equation of state, and conformal solution.
Empirical correlations are graphs of experimental data plotted against
a correlating parameter. Equation of state correlations are divided
into two types: omne is similar to the van der Waals equation with a
small number of parameters; the other is based on the multiple con-
stant BWR equation. All equation of state correlations involve the
computation of the parameters for the equation of state which will
represent the multicomponent mixture. These computations are based
on parameters determined for the pure components, combining rules,

and possibly binary intraction parameters.

The conformal solution or corresponding states correlation com-
putes pseudo-reduced conditions for the mixture to conform to the
reference substance. The reference substance may be a pure component
or a mixture; its properties can be given in tabular or equation
format.

The computer programs used in this study are current versioms.
Other programming of the same equations may give slightly different
results. The abbreviations listed in Table 1 are used throughout
the text.

Design Basis and Process Description

Properties predicted by these correlations determine not only
the economic feasibility of gas processing installations; they also
dictate the design (size) of its major components. These components
are usually the compressor, turboexpander, heat exchangers, external
refrigeration (if any), and demethanizer. A typical arrangement for
a cryogenic gas plant of these components is shown in Figure 1.

The following process conditions are selected:

1. Inlet flow rate of 70 MMscfd

2. 1Inlet gas pressure of 250 psia

3. Inlet gas temperature of 120°F

4, High pressure separator at -80°F and 800 psia

5. Expander outlet pressure at 200 psia

6. Expander isentropic efficiency at 80% (commonly called
adiabatic)

7. Compressor isentropic efficiency at 75% (commonly called
adiabatic)

8. Inlet gas composition in Table II.

In this typical plant, the inlet gas is compressed from 250 psia
to 815 psia. It is then cooled by an air cooler to 120°F followed by
exchanging heat with the demethanizer reboiler and the plant residue
gas. Any additional refrigeration required to cool the inlet gas to
-80°F before entering the high pressure separator is furnished from
an external source. The liquid separated in the high pressure
separator is fed to the demethanizer where the methane is stripped
out. Energy is recovered from the high pressure separator vapor by
reducing the pressure through a turboexpander. The expander outlet
is much colder and partially condensed. This energy is converted to

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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TABLE II - COMPOSITIONS USED IN CALCULATIONS

Inlet Gas Residue Gas Liquid Product
Component Mol %Z Mol/Day Mol % Mol/Day Mol % Mol/Day
Nitrogen 0.40 738 0.44 738 0
Carbon Dioxide  0.52 959 0.30 498 2.91 461
Methane 90.16 166,308 98.52 166,124 1.16 184
Ethane 4.69 8,651 0.70 1,181  47.15 7,470
Propane 1.85 3,412 0.04 73 21.07 3,339
Isobutane 0.79 1,457 9.20 1,457
Normal Butane 0.51 941 5.94 941
Isopentane 0.27 498 3.14 498
Normal Pentane 0.18 332 2.10 332
Hexane Plus* 0.63 1,162 7.33 1,162

100.00 184,458 100.00 168,614 100.00 15,844

*All calculations used n-Heptane for the Hexane Plus fraction.
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INLET GAS REFRIGERATION | 2
JOMMSCFO ?__ e
120° F 80°F 800 PSiA]) e
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COM;RESSOR REBOILER o H.P. SEPARATOR L—b ] PRODUCT
£7
. - MGAL
24°F PUMP DAY

Figure 1. Schematic for typical turboexpander gas processing plant

In Phase Equilibria and Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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15. ELLIOT ET AL. Cryogenic Gas Processing 295

useful work by the turboexpander driven compressor which compresses
the residue gas to the delivery pressure. The turboexpander outlet
stream is then fed to a low temperature separator (normally in the
top of the demethanizer) where condensed liquid is used to reflux
the tower. The cold vapor goes overhead with the demethanizer
residue gas.

Effects of K-Value Predictions

High pressure separator and turboexpander designs are highly
dependent on vapor-liquid equilibrium K-values. Variation in
K-values is examined by selecting a common basis (Property-75) for
enthalpy/entropy calculations.

High Pressure Separator. The compressed inlet gas, after being
cooled to 1200F by an air cooler, flows through the cryogenic heat
exchanger system. For the sake of comparison, the gas is assumed to
enter this system at 120°F and 810 psia and is cooled to -80°F at
800 psia, the conditions of the high pressure separator.

At the fixed conditions of the high pressure separator, the
liquid knockdown and its composition are only dependent on the
K-value correlation.

The results of the high pressure separator flash calculations
are tabulated in Table III. For ease in comparing results, K-values
predicted by the Hudson correlation as defined by Table I are used
as a common basis. The range of K-values and amount of liquid
knock-down is summarized as follows:

Deviation from Hudson

Methane K-value -11% to 28% (1.161 to 1.672)

Ethane K-value ~4% to 347 (0.241 to 0.336)

Propane K-value -40% to 19% (0.0665 to 0.131)

Liquid Condensed ~-47% to 96% (22,283 to 83,061 mols/day)

The large variation in the amount of liquid condensed is mainly
caused by the variation in the predicted methane K-value. This
variation becomes increasingly pronounced as the conditions of the
gas approach the critical point where most of the correlations are
inadequate or fail altogether. Unfortunately, this condition occurs
frequently in gas plant design. In such cases, one should be
extremely cautious in using these correlations.

Turboexpander. Vapor from the high pressure separator feeds the
expander. Table IV was generated using the different K-value corre-
lations with the following common basis:

Expander Inlet Temperature -80°F
Expander Inlet Pressure 800 psia
Expander Discharge Pressure 200 psia
Expander Isentropic Efficiency 807%

The gas flow rate was determined from the high pressure separator
flash calculations. Otherwise, the expander inlet gas would not be
at its dewpoint for the correlation being used. This fact precludes

In Phase Equilibria and Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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the isolation of the expander calculation from the high pressure
separator calculation when comparing overall ethane recovery.

Again, with the Hudson correlation as the common basis, the
variation in predicted K-values and recoveries are summarized as
follows:

Deviation from Hudson

Methane K-value -2.1% to 5.3%Z (1.241 to 1.335)

Ethane K-value -14% to 25% (0.0382 to 0.0556)

Propane K-value 11%2 to 73% (0.0029 to 0.0045)

Liquid Condensed -36Z to 217 (13,576 to 25,584 mols/day)

The total effect of the high pressure separator and the turbo-
expander flash calculations is shown by the estimated ethane
recovery in Table IV which varies from 82.1% to 88.4%7. The estimated
propane recovery for all cases is 99+7.

The methane K-value shows very good agreement for all the corre-
lations, but the ethane and propane K-values exhibit a large varia-
tion. Variation in the amount of liquid condensed at the expander
outlet and the expander horsepower are directly related to the amount
of vapor separated at high pressure separator. The magnitude of this
variation can affect the expander design quite significantly.

The liquids condensed by the expansion are listed in Table V
along with the total liquids. The total liquid condensed is the sum
of expander outlet liquid and high pressure separator liquid. Since
the ethane recovery is directly proportional to the total liquids
condensed, the wide variation is significant. Also, the total amount
of liquids has a large effect on the design of the demethanizer.

In the final analysis, the most important number in the plant
is product rate. Here, the calculated overall variation in ethane
recovery is 6.3%. This corresponds to 5,520 gallons per day of
ethane. If one assumes ethane is worth $0.15 per gallon, the
incremental product revenue is $828 per day, less gas shrinkage of
$§176 per day based on gas at $0.85 per MMscf. The resulting net
income is $652 per day or more than $200,000 per year. Obviously,
this variation in anticipated revenue is significant enough to
affect investment decisions. Moreover, history has shown that it
is not unusual for a competitive bid to be awarded on the basis of
1% higher guaranteed ethane recovery.

Effects of Thermophysical Property Correlations for Enthalpy
and Entropy

To examine enthalpy effects of the various correlations, K-values
from the Soave correlation were selected as a common basis. Compar-
isons are presented here in terms of the segments of the design
calculations for an expander plant in the order of the flow shown
on Figure 1.

Comparison of Predictions for Compressors. There are two
compression schemes available for the design of a cryogenic

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.
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turboexpander plant. Since free pressure drop is usually not
available to supply the energy of separation, either compression
of the feed gas or recompression of the residue gas must be used
(or some combination of the two). Selection is dependent upon
the feed gas pressure level. Usually, precompression is used for
low pressure feed and recompression is used for high pressure feed.
Precompressor. The example presented here in Figure 1 uses
precompression. Since compressors are normally the most expensive
pieces of equipment in the entire plant, the process is usually
designed to fit the closest compressor frame size available.
The design basis is:

Flow Rate: 70 MMscfd

Gas Composition: Inlet gas as shown in
Table II

Suction Pressure: 250 psia

Suction Temperature: 120°F

Horsepower Available: 6,000 hp site rated

Isentropic Efficiency: 75%

Compressor discharge conditions are tabulated in Table VI.

The variation in discharge pressure is about 12 psi pressure
from 809.5 to 821.5 psia. Although a higher discharge pressure
results in greater recovery, the 12 psi is not a significant
difference. Even a hand calculation by the k-method (3) yielded
similar results.

The variation in discharge temperature is 6.8°F. For an air
cooler cooling the compressed gas to 120°F, this results in a
design duty variation up to 3.5% depending on which correlation is
chosen.

Recompressor. Although not shown here, a similar comparison
can be made for a case using recompression by choosing an estimated
residue gas composition. The design basis is:

Flow Rate: 70 MMscfd

Gas Composition: Residue Gas as shown in
Table II

Suction Pressure 250 psia

Suction Temperature: 120°F

Horsepower Available: 6,000 hp site rated

Isentropic Efficiency: 75%

Calculated discharge conditions are tabulated in Table VI.

All the correlations agree reasonably well in predicting
discharge pressure and temperature.

Inlet Gas Cooling. For this comparison, the inlet gas condi-
tions are set as 120°F and 810 psia. The high pressure separator
conditions are set as -80°F and 800 psia. Calculated cooling
duties are given in Table VII. The variation in inlet gas cooling
duty is -0.9%7 to 1.87% of the Property-75 calculation. (All compar-
isons in this section are made with the Property-75 results).

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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TABLE VI

CALCULATED COMPRESSOR DISCHARGE CONDITIONS

PROP-75

SOAVE

LEE

SH BWR

GPA-k

INLET: 70 MMSCFD AT 120°F 250 PSIA

6000 HP AT 75% EFFICIENCY

Inlet Gas Compression

PSIA
811.8
821.5
809.7
809.5
813.8

817.3

OF

319.6

320.8

316.7

315.5

316.7

314.0

Residue Gas Compression

PSTA
792.2
799.6
793.9
794.7
798.6

798.7

Of

335.8
337.2
333.9
332.8
334.9

331.8

TABLE VII - COMPARISON OF ENTHALPY AND ENTROPY CORRELATIONS

(K-VALUES FROM GPA K&H SOAVE)

SOAVE

Feed Gas Cooling

Duty, MBtu/Hr 24,727
Expander Horsepower 1,050
Expander Dischgrge
Temperature, F -167.8
Reboiler Duty,

MBtu/Hr 5,727
Residue Heating

Duty, MBtu/Hr 17,937
Refrigeration Duty,

MBtu/Hr 1,063

P-R

24,203

1,018

-168.2

5,858

17,512

833

LEE

24,858

942

~167.0

5,662

18,394

802

PROP-75

24,409

1,061

-167.1

5,223

18,057

1,129

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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Expander. All gas quantities and compositions are held con-
stant by using a fixed K-value correlation since the expansion
process is isentropic. The effect of the enthalpy-entropy correla-
tions appears in the calculated horsepower and final temperature.
The results in Table VII show from -1.0Z to -11.27% deviation in
horsepower and from +0.1°F to -1.19F in expander discharge
temperature.

If the same basis for ethane stripped as Table V is used, the
estimated ethane recovery is:

LEE 86.0% @ ~167.0°F
PROP-75 86.1% @ ~167.1°F
SOAVE 87.0% @ -167.8°F
P-R 87.5% @ -168.2°F

This variation is primarily the effect of the K-value variation in
this narrow temperature range. The methane K-values are 1.260 to
1.290; the ethane K-values are 0.0398 to 0.0406.

Demethanizer Reboiler. A fixed recovery was assumed by
setting compositions of the residue gas and product as given in
Table II. The feed to the demethanizer is set by the calculations
from steps B and C above with a minor variation in the feed compo-
sition. With the column operating at 200 psia, the residue gas at
a dew point of -167°F, and the product at a bubble point of 24.1°F,
enthalpy calculations were made around the column for the various
correlations. The reboiler duty was calculated as follows:

Reboiler Duty = Enthalpy of the Residue + Enthalpy of
the Product - Enthalpy of the Feed

The calculated reboiler duty varies from +8.4% to 12.2%. A higher
reboiler duty signifies a higher cooling duty available for the
feed gas, which would result in a higher recovery.

Residue Gas Heating. Results of the calculations for heating
the residue gas from -167°F to 110°F are also given in Table VII.
This is the available duty for chilling the inlet gas in the gas-
gas exchanger. The variation here is small, from -3.0% to +1.9%.
This is not surprising since the residue gas is mostly methane and
only sensible heat is involved.

External Refrigeration. The external refrigeration duty
required for the plant is calculated from an overall heat balance
of the entire plant.

Refrigeration Duty = Feed Gas Cooling Duty - Reboiler Duty
- Residue Gas Heating Duty

The results listed in Table VII vary from -29.0% to -5.8%. The
major contributor to these differences is the reboiler duty. The
calculated low temperature (expander outlet) conditions are markedly
different.

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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Solids Formation by Carbon Dioxide

The possibility for freeze-~up exists when carbon dioxide is
present in the feed gas to an expander plant. For the calculations
a feed composition of 0.52 mol% carbon dioxide is used. At fixed
conditions, variations in the calculations for the carbon dioxide
concentration arise solely from K-value correlations. The results
from Section III of this paper, where thermodynamic properties are
fixed by the Property-75 correlation and compositions are calculated
for various K-value correlations, are selected as the basis for
the comparison.

Any freeze-up will occur in the demethanizer. The feeds to this
column are the expander outlet to the top of the column and the
liquid from the high pressure separator at the fourth theoretical
tray. A detailed tray-to-tray calculation was made for 8 theoretical
trays using the Soave K-value correlation. At tray conditions, the
limiting COp content in the liquid phase was found from Figure 2.
These results, presented in Table VIII, show the top three trays of
the column are close to freeze-up conditions.

Flash calculations were made at the same pressure and tempera-
ture as the Soave calculations for the top three trays for all of
the K-value correlations. Feed composition on each tray flash was
set by the total composition from the tray-to-calculation. The amount
of CO, was adjusted by the ratio of C0p knockdown in the expander
outlet for the K-value correlation to the Soave case. The results
in Table IX show that the Peng-Robinson correlation predicts that
trays 2 and 3 will be only 0.21 to 0.25 mol%Z below freeze-up condi-
tions. This is too close for operating control. A plant design
based on the Peng-Robinson correlation without treating facilities
would necessitate higher operating pressure for the demethanizer and
a higher temperature and probably a lower recovery, in order to
avoid solids formation. Other correlations such as K VAL and K DELTA
would predict safe operation at 200 psia.

The carbon dioxide K-value has a definite effect on plant opera=-
tion and recovery, since the carbon dioxide freezing conditions must
be avoided. No data exist in the region of interest for the ternary
methane-ethane-carbon dioxide system; such data would be useful for
evaluation of these K-value correlations.

Conclusions

The effects of correlations on turboexpander plant design have
been examined from two views: K-values and enthalpy/entropy. A
summary of the results is given in Figure 3 for three portions of
the plant. Detailed results are given in Tables III through IX.

K-Value Correlations. The K-values used have been shown to
have a significant effect on plant design, more, in fact; than
enthalpy/entropy. The total value of the plant is expressed in the
total ethane recovery; this varied from 82.1% to 88.4%. The differ-
ence is equivalent to more than $200,000 per year in anticipated
revenue.
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TABLE VIII
TRAY-TO-TRAY DEMETHANIZER
SOAVE K-VALUES

PROP-75 THERMOPHYSICAL PROPERTIES
200 PSTA

Carbon Dioxide Limiting Solubility

Temperature mol 7 mol %
Tray Number °F Vapor Liquid CO02 Liquid
1 -166 0.32 1.72 2.45
2 =164 0.43 2.23 2.62
3 -158 0.62 2.85 3.27
Feed 4 -126 1.20 2.52 8.5
5 -121 1.80 3.38 -
6 ~104 4.19 5.46 -
7 -66 10.5 7.29 -
8 =21 15.5 6.21 -
Reboiler 24,1 11.3 2.92 -
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TABLE IX
SOLIDS FORMATION DEMETHANIZER

PROP-75 THERMOPHYSICAL PROPERTIES

200 PSIA

Tray No. 1 Tray No. 2 Tray No. 3

-166 F -164 F -158"F
K—Valge mol % X mol 7% mol Z

Correlation 002 CO2 Liq. CO2 CO2 Liq. CO2 CO2 Liq.

GPA CONV 0.261 1.45 0.274 1.87 0.306 2.30
P-R 0.166 1.82 0.171 2,37 0.195 3.06
SOAVE 0.187 1.75 0.193 2.26 0.220 2.85
SH BWR 0.223 1.39 0.229 1.83 0.262 2.30
MARK V 0.219 1.55 0.225 2.00 0.257 2.54
K VAL 0.28 1.01 0.294 1.44 0.335 1.96
K DELTA 0.271 1.26 0.291 1.57 0.338 2.17
Figure 2 2.45 2.62 3.27
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The high pressure cooling duty varies from -4.0% to 7.7% of
the selected base. This 127 difference affects sizing of heat
exchangers, amount of external refrigeration, and size of expander.

The expander horsepower varies from 752 to 1153. This calcu-
lation is coupled with the high pressure separator calculation. If
in actual plant operations the design expander discharge temperature
calculated is not reached, the total recovery will not meet design.

The design of the demethanizer tower, the reboiler, and the
refrigeration requirement is a function of the total liquids
condensed. The largest calculated value is twice the smallest.

Freeze-up due to carbon dioxide solid formation can occur in the
cold portions of the process. The C0O, K-value is important at
conditions approaching the formation 6f solids, but no ternary
experimental data now exist for comparison with the various corre-
lations.

Enthalpy/Entropy Correlations. The most expensive item in a
turboexpander plant is the compressor which is designed from enthalpy/
entropy calculations. For a fixed horsepower the results are almost
the same for Property-75, Peng-Robinson, GPA K&H Soave, GPA K&H Lee,
GPA K&H Starling-Han BWR, and GPA-k method. The largest variation
predicted is in the discharge temperature (maximum differences of
6.8% and 5.49F) which would affect the discharge cooler sizes
(assuming 120°F) by 3%.

The effect on the high pressure cooling duty and the expander
horsepower is rather small for the different H & S correlations as
shown in Figure 3.

The major effect is seen in the calculated demethanizer reboiler
duty, which varies from 8.4% to 12.2%. This is largely a result of
the large differences in calculated enthalpy at the expander outlet
conditions. If the enthalpy balance is in error, sufficient refri-
geration will not be available and the expected recovery will not be
obtained.
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Discussion

LYMAN YARBOROUGH

Comments:

Two constant equations of state can be fitted to specific fluid
properties in the two-phase region up to and including the critical.
However, if this is done, considerable accuracy is lost when calcu-
lating other fluid properties not used in the fitting process; i.e.,
if pure component vapor pressures and liquid phase densities up to
the critical point and equality of vapor and liquid phase fuga-
cities are used to determine the two constants, then properties

such as enthalpy correction and the derivaties of (BP/BVT) at or
near the critical point will be incorrect. These equations of state
do not have a sufficient number of independent variables to fit all
properties correctly.

Too many equations of state and modifications of equations of state
are being used. The number of equations should be reduced by
selecting the best ones, and those equations of state should be
further developed.

Q: Because of envirommental regulations, the concentration of
dissolved components in water is of importance. Can the solu-
bility of dissolved gaseous and liquid components in water be
estimated by equations of state?

A: Presently available equations of state can be used to accu-
rately calculate the water content of gas and hydrocarbon
liquid phases but not the gaseous or liquid hydrocarbon con-
tent of the water phase. Equations of state can predict only
qualitative results for the water phase.

Q: At cryogenic temperatures some natural gas mixtures can form
two liquid phases, and liquid-liquid-vapor phase equilibria

occurs. Can this behavior be calculated?

A: Yes, equilibrium for three-phase systems can be calculated for
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non-aqueous systems; but little data are available to compare
against and good initial values are required to start the
calculation.

Comments:

Calculations employing free energy minimization often show less
sensitivity to starting values than other methods.

Additional equilibrium data on liquid-liquid-vapor phase systems
are needed.

Q: How is the acentric factor calculated for petroleum fractions?
What kind of values are used in equations of state?

A: The acentric factor can be predicted by adjusting it until the
calculated normal boiling point for the fraction matches the
one measured experimentally. Values of one and greater have
been obtained in this manner.

Comments:

The acentric factor was developed as a perturbation from the
spherical molecules and was never intended for use with large
molecules. An alternative could be a parameter employed by
Prigogine.

A large acentric factor doesn't make sense physically but is used
to correlate vapor pressures for the petroleum fractions. Perhaps
a vapor pressure correlation for petroleum fractions could supplant
the use of acentric factor.

The Lee—Kesler method for correlating gas phase properties (refer-
ence equation and corresponding states approach) has been extended
to vapor-liquid equilibria calculations. The calculation of
accurate phase equilibria results is more difficult than for the
properties of single phase fluids.

For highly asymmetric mixtures (small and large molecules), recent
studies have shown that mixing rules which provide parameters inter-
mediate between those of Van der Waal's method and Kay's method
should be used. This may be helpful in the corresponding states
approach.

It is not really possible to represent mixture behavior by a pseudo
pure component approach. Possibly should separate correlation
equation into repulsive and attractive potentials. The repulsive
potential could be represented by the hard core potential and only
the attractive potential correlated by the pseudocritical approach.
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Comment by H. T. Davis:

In the emerging theory of interfacial thermodynamics, the properties
of the thermodynamic functions (PVT or free energy quantities) at
densities corresponding to thermodynamically unstable states play a
crucial role. For example, the interfacial tension is computed
from a formula calling for Helmholtz free energy data at every
density (composition) between the compositions of the bulk phases
in equilibrium. A particular implication of the theory is that
Method (a) of Professor Prausnitz's classification is useful for
interfacial calculations of vapor-liquid systems, but Method (b)

is not. For those interested in the interfacial theory to which I
refer, the following papers and references therein may be useful:

1. Bongiorno, V., and Davis, H. T., Phys. Rev.
2. Bongiorno, V., Scriven, L. E., and bavis, H. T., J. Colloid
and Interface Science.

Comment by John P. O'Connell:

There are a number of aspects of improving equations of the "van

der Waal" type (e.g., R.K.) which did not appear in the presenta-
tions and discussions, three of which I want to address. (I also
feel that present knowledge of the critical state scaling laws
should be included in future developments.)

The form of the equation is

z =2 = £(/b) - Z= g(u/b)

where a, b can be functions of T, x.
1. Excluded Volume

The £(v/b) represents excluded volume effects of the liquids
by a rigid-body formula, the van der Waals form
v/I x.b,
i’i
Elv/b) = v/E x.b, -1
i’i

is not a good one. A better one is that of Mansoori, et al.
(1) known as the "Carnahan-Starling" form

Fu/b) = [1+ v/b + (v/b)? = (v/b) 1/ (L - v/b)>
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2. Second Virial Coefficients
These equations yield expressions

B(T,x) = i?xixjﬁij(T) = b(T,x) - a(T,x)/RT
Since highly accurate forms for @;; are known, The T,x behavior
of a and b should be chosen appropriately. This can be quite
important even for the liquid since second virial contributions
to the integrals for fugacity and enthalpy are not negligible.

3. Thermal Pressure Coefficient and Compressibility of Liquids

For liquids where T < Tc’ v < VC/2

ap 1 pp ,
3T ) vx and T(nz) TE‘are very weak functions of T

over a wide range of T,v.

2
Thus, setting (ﬁ_ﬂyég,) = 0 we find a relation for the
aT V,X

temperature variation of a and b

r4f _a_dg 3_2_b_ + o) df L f3a) dgffdb =s_32_a
df Rv db 2 db Rv { 3T dbjiaT Rv 2
T /% X x T /x

If a has a T dependence which yields a second derivative, b must
also depend on T. Since liquid results depend strongly on the
value of b, this could be significant.

Brelvi (2,3) showed that this result could be generalized to

fo |1+ Y] = oo |1 + 2@/RT) = A + B(v¥ + C(v¥/v)2 +
n K RT n 3 (1/v) T,x (v V)
D(v*/v)3

where v* = v© for nonpolar substances and v* < v for polar sub-
stances. For this 5% correlation of Kr, the substances included
Ar, alcohols, hydrocarbons from CH4 to those with MW > 400,
Amines, etc.

Gubbins (3) showed how the generalization to all fluids should

be expected (though not why the T dependence is absent). It was
shown that for T > T a 2-parameter corresponding states plot for
KTRT/v of H90 and Ar®is successful over wide ranges of T/T* and
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v/v* with the values of T* and v* corresponding to intermolecular
force parameters of the spherically symmetric forces. These should
be related to the a and b parameters of the equation of state

since compressibility is easily measured.
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Q: Approximately what proportion of the total fluid in your pvT
cell was the solid precipitate, and what were the API gravities
of the two oils tested?

A: The solid precipitate varied from 2% to 5% of the total fluid,
and the gravity for the oil studied at 130F was 40°APT while
the gravity for the oil studied at 255F was 26 API.

Q: What is the minimum value of the interfacial tension that can
be measured using the pendant drop apparatus? Has this been
checked against other experimental techniques?

A: Experience has shown the pendant drop and spinning drop
techniques agree down to interfacial tensions of 0.01 dynes/cm.
The spinning drop apparatus is not applicable at pressures up
to 2000 psia.

Comment :

The Weinaug and Katz correlation was based on surface tension and
is not designed to correlate interfacial tension.

Q:

A:

Does water affect the process of CO, displacing o0il?

2
No, the water is nearly immiscible in both phases. The inter-
facial tension between the COj-water and water-oil phases is
high. Water is often injected alternately with the COj; for
mobility control.

Is it possible to use any activity coefficient model and
derive a consistent equation of state in a manner similar to
that presented?

No. One must be careful of the reference state. In the
derivation shown in the paper, the reference state is the
pure component.
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Q: What parameters are required to characterize the heavy frac-
tions which are expected to be rich in aromatic hydrocarbons?

A: I don't know.

Q: This problem of characterization is still being studied by
both API and GPA for petroleum base fluids. At least one
easily measured parameter is required in addition to normal
boiling point and specific gravity.

Comments:

Some Russian articles have suggested refractive index as a charac-
terizing parameter.

Refractive index correlates too closely with density or specific
gravity to be considered as another independent parameter.

A parameter suggested by Prigogine for large molecules combines the
density, the coefficient of thermal expansion, and the isothermal
compressibility of the fluid. This might be useful for large
petroleum molecules also.

Q: What is the significance of the assumed hole in the liquid
state in your development?

A: It is really just an adjustable parameter, a sort of free
volume.

Q: In the derivation, what assumptions were made concerning the
size of the holes?

A: No assumptions were necessary because the hole volume
cancelled out.

Q: When comparing the phase equilibria prediction methods you
used against experimental data, which one appears to be best?

A: The Soave Redlich-Kwong marketed by GPA. However, one corre-
lation may be good in a certain region but not as good in
another region.

Q: Why show comparisons with all these correlations? Why not
throw out some that are known not to be applicable?

A: All correlations used in process simulators which are avail-
able on a time-sharing basis, or which are marketed by GPA,
were tested to show which are poor and which are good for
this type of plant. This allows the engineer to see why some
correlations should not be used.

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



YARBOROUGH Discussion 315

Comments:

Some of the two constant equations of state predict good phase
equilibria results at cryogenic temperatures. Experimental data
measured on an LNG plant were used to compare against predictions
from both the Soave Redlich-Kwong and the Peng-Robinson equations
of state marketed through GPA, and both calculation methods
compared well with the data.

Phase equilibria calculations from both an Orye-type BWR and the
Soave Redlich-Kwong equation of state were compared with data from
an LNG plant. Both correlations showed good comparisons with the
plant data and experimental data measured by P-V-T, Inc. The
enthalpies predicted using the Soave Redlich-Kwong equation of
state were poorer than those predicted using the Lee-Kesler
correlation.

The calculated ethane recovery is very sensitive to the method
used to characterize the heptanes plus fraction. If this fraction
contained primarily naphthenic and aromatic components, the calcu-
lated ethane recovery could be several percent different than if
the fraction contained only n-paraffin hydrocarbons. The charac-
terization of the heavy fraction is important even when that
fraction contsists of less than 0.5 mol % of the inlet feed.
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Prediction of Thermodynamic Properties

JOHN S. ROWLINSON
Physical Chemistry Laboratory, Oxford, England

No chemical engineer has ever relied on directly measured
values for all the thermodynamic properties he uses. It is one of
the great virtues of classical thermodynamics (indeed, it has been
said that it is its only virtue (1)) that it allows us to calcu-
late one physical or chemical property from another, for example,
a latent heat of evaporation from the change of vapour pressure
with temperature. Less obvious, but almost equally secure calcu-
lations can be made by fitting measured values to an empirical
equation and calculating other properties by a subsequent manipu-
lation of that equation. Thus we can fit the pressure of a gas to
a Redlich-Kwong (RK) or Benedict-Webb-Rubin (BWR) equation, from
which the other properties such as changes of enthalpy and entropy
are then derived. Similarly we fit activity coefficients to Wil-
son's equation and calculate K-values.

None of this, necessary and useful though it is, is what is
meant by prediction, for that term is usually reserved for calcu-
lations which go beyond the comfortable security of classical
thermodynamics (2,3). They may still be empirical, for example,
the extrapolation of a BWR equation to a range remote from that of
the experimental evidence used to determine its parameters, or the
estimation of BWR parameters for a mixture from those for the pure
components. It is, however, becoming more common to restrict the
word prediction to methods of calculation which are based, at
least in part, on the two theoretical disciplines of quantum and
statistical mechanics, and it is that field which is the subject
of this review.

The distinction between empiricism and theory is not sharp,
nor is it unchanging. Thus before 1938-39 we should have said
that the principle of corresponding states was empirical, but after
the work of de Boer and of Pitzer (4,5,6) we could see its basis in
statistical mechanics, and it now ranks as a theoretically-based
principle. Moreover it was only after its theoretical basis, and
hence its theoretical limitations, had become evident that we were
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able to discuss with success systematic departures from the prin-
ciple. These departures are now handled by means of the acentric
factor, as Professor Pitzer has described in the opening paper of
this meeting. The sequence of empiricism, followed by theory,
followed by an extension which is empirical in form but which is
guided by theory, is one which is, I believe, likely to be fol-
lowed increasingly in the development of methods of prediction of
value to the chemical engineer.

There is no need to stress the confidence we all feel in
calculations that are securely founded on classical thermodynamics,
but it is important to emphasize that those based on statistical
mechanics are not inherently any less secure. This science is now
about 100 years old, if we reckon Maxwell, Boltzmann and Gibbs to
be its founders, and that is ample time for any faults in the
foundations to have revealed themselves. In practice, the calcu-
lations may be more speculative because of approximations that we
have introduced, but the existence of these approximations is
always evident, even if their consequences are not fully known.
When the approximations are negligible our confidence in the cal-
culations should be high (2,3).

The Dilute Gas

Statistical calculations are most accurate in the calcula-
tions of the properties of the dilute or perfect gas, where they
provide the link between quantal and spectroscopic determinations
of molecular energy levels, on the one hand, and molar thermo-
dynamic properties on the other. Even twenty years ago (7) it was
accepted that statistical calculations were more accurate than
experimental measurements for the heat capacities, energies and
entropies of such simple gases as Ar, N2, H2, CO, CO2 and H30;
indeed it would now be hard to find a recent measurement of these
properties. The case for statistical calculation, while still
strong, is not so overwhelming once we go to more complicated
molecules. The limiting factor is the ability of the spectro-
scopist to assign energy levels to molecules, an ability which
depends on the symmetry and ridigity of the molecule. If these
desirable properties are absent, as in the alcohols, for example,
then his job is difficult, but even here his accuracy is now not
necessarily worse than that of all but the very best measurements.
The position has improved considerably over that described by Reid
and Sherwood (8) ten years ago, as is shown by the methods and
results for organic molecules described in a review by Frankiss
and Green (9). The dilute gas, its mixtures, and chemical reac-
tions occurring therein, can now be regarded as a solved problem.

The Virial Expansion

When we go to the next level of difficulty, the imperfect
gas, then the claims made for statistical mechanics, although
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still strong, must be moderated. We note, first, that it tells

us the appropriate form of the equation of state, namely that the
compression factor Z = pV/nRT, has a power series expansion in the
molar density n/V, where n is the amount of substance. This
expansion is convergent at the low densities and divergent at high.
We do not know the limit of convergence but it must be below the
critical density at temperatures at and below T®¢. Perhaps fortun-
ately, the mathematical range of convergence is unimportant in
practice since the expansion is useless when it needs to be taken
to more than two or three terms.

More important is that statistical mechanics does tell us the
composition dependence of each of the virial coefficients of this
expansion. The nth virial coefficient is determined by the forces
between a group of n molecules, and so is a polynomial of degree n
in the mole fractions y;. Thus for the second virial coefficient

B = = 1
i ;3 Yy Yy Bij (Bij Bji), €h)

which is a result we owe to statistical not classical thermo-
dynamics.

Intermolecular Forces

When we come to calculate the second virial coefficients of
pure and mixed gases we come to one of the principal difficulties
of all methods of prediction based on statistical mechanics - what
do we know of intermolecular forces? Here caution is needed, for
twenty years ago we thought that we knew more about them than we
did. The Lennard-Jones potential is

u(r) = 4el (/)% = (o/0) 8] (2)

where € is the depth at the minimum and o, the collision diameter:
i.e. u(o) = 0. Because of some cancellation of errors, which need
not be discussed here, and under the influence of an important book
by Hirschfelder, Curtiss and Bird (10), it was thought that the
Lennard-Jones potential was an accurate representation of the forces
between simple molecules such as Ar, Nj, 02, CHyg, etc. The accepted
value of €/k for the Ar-Ar interaction was 120K; we know now that

the potential has a different functionmal form and that e/k is 141

+ 2 K. Moreover it is now only for the inert gases (1l1l) and for
some of their mixtures that we are confident that we know €, o, and
the functional form of u(r). Nevertheless this salutary shock to

our confidence should not lead us into the opposite error, since for
many pairs of molecules, like or unlike, we still know much about the
strength of the intermolecular potential relative to that of another
pair, and such relative rather than absolute values often suffice

for prediction. Fortunately the second virial coefficient and many
other thermodynamic properties of gases and liquids are not very sen-
sitive to the exact form of the potential (indeed our error with the
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Lennard-Jones potential could not have arisen if they were), and
so predictions can be better than the potentials they depend onmn.
Thus the editions of the American Petroleum Institute Research
Project 44 published since the 1950's have relied on the Lennard-
Jones potential for the calculation of the properties of methane
to 1500 K and 100 atm. The temperature is 1000 K higher than any
measurements of B but I think that the results are more reliable
than any that could be obtained by the extrapolation of an
empirical equation of state, however complicated, that had been
fitted to the p-V-T properties at low temperatures.

When we come to mixtures even relative knowledge of the
strength of intermolecular forces is harder to obtain. In prac-
tice we have to back-calculate from one or more observed properties
in order to obtain the strengths of the unlike forces which we
then use to calculate another property which we wish to know.

Thus in one calculation a knowledge of the diffusion coefficient,
D1y for the system CO2 + N2 was used to aid the calculation of the
virial coefficients By and C112 and so to predict the solubility
of solid CO2 in compressed air (}2). More usual is the use of one
thermodynamic property (Bja, T¢ as a function of y, etc.) to
calculate another (K-values, enthalpy of liquid mixtures, etc.).

In each case, however, we need an experimental measurement on
which to base our estimate of the strength of the 1-2 forces if

we are to have a secure base for our calculations. Intermolecular
forces are, to a good approximation, forces between pairs of
molecules, and so experimental evidence on the properties of binary
mixtures will always be the foundation of satisfactory methods of
prediction. Fortunately there are now rapid, indeed almost auto-
matic, methods of measuring heats of mixing and vapour pressures

at least for binary mixtures at and near room temperatures. It is
only the need for data at inconvenient pressures and temperatures and,
above all, the need for the properties of multi-component mixtures,
that justifies the great effort put into the development of

methods of prediction.

Liquid and Dense Gas Mixtures

In using the virial equation of state our problems are those
of knowing enough of the intermolecular forces; the statistical
mechanics we are using is essentially exact. When we come to
dense gases and liquids the intermolecular force problem is still
with us but we have now the additional problem of having to intro-
duce approximations in the statistical mechanics. This is not the
place to attempt to review progress in the theory of liquids and
liquid mixtures (13, 14, 15, 16), although this has been grati-
fyingly rapid in the last decade, but simply to state that the
methods of prediction of value to engineers are still based on the
state of the statistical art of about ten years ago. No doubt the
more recent work on theory will, in time, be used, but this has
not yet happened to any appreciable extent. This section of this
review if therefore restricted to methods based on the principle
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of corresponding states, on its extension by means of the acentric
factor to the less simple fluids, and to mixtures by the best
pseudo—-critical approximation available to us.

The principle was first used to relate the p-V-T properties
of one pure substance to those of another by writing:

P,(V,T) = (hy /€ D[P (V/hy, T/E, )] (3)

where fii and hii are the ratios of the critical constants:

£..=1%/T°¢
11 1 (o]

and h,, = v /v °© (4)
ii i’o

The subscripts are doubled because the size of the parameters f

and h depends on the strengths of the potential energies ujj(r)

and ugp(r) between two molecules of species i and two of species

o.

3

f..=¢€,./¢ h,, =0,.7 /o
ii ii’ “oo ii ii ' oo

3 (5)

These equations enable the (unknown) pressure of substance i to be
calculated from the (presumed known) pressure of substance o at a
different volume and temperature. A more generally useful equa-
tion is that relating the configurational parts of the Helmholtz
free energy (17)

Ai(V,T) = fii[Ao(V/hii’ T/fii)] - nRTSthii (6)
from which equation (3) follows at once, since:
P = - (BA/BV)T.

Equations (3) to (6), although simple, are not accurate
except for closely related pairs of substances, for example Kr from
Ar, or i-C4H10 from n-C4H1g that is, pairs for which u(r) can be
expected to have geometrically similar shapes. They have the
consequence that for both substances, i and o, the reduced vapour
pressure (P9/PC) is the same function of the reduced temperature
(T/Tc), and that both substances have the same value for the
critical compression ratio ZC = PCVC/nRTC¢. If we choose argon as
a reference substance, subscript o, then (P°/P¢), is 0.100 at
(T/TC) = 0.7, and Zo® = 0.293. The same ratios, namely 0.100 and
0.293, are found for krypton and xenon, but lower values for all
other substances other than the "quantal" fluids, hydrogen, helium,
and neon. Moreover, the departures of other substances from the
reduced behavior of argon are not random but can be well correlated
by a third parameter in addition to f and h, which is a measure of
the increasing departure of u(r) from the spherical nonpolar form
it has for argon.

If, following Pitzer (18, 1%, 20), we define an acentric
factor, w, by:
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6, ¢
= - - 7
w, g 1.000 loglO(Pi /Pi ) (7

then w is zero for Ar, Kr, and Xe and takes the following values
for some other substances:

Substance w
O2 0.021
N2 0.040
CH4 0.013
C2H6 0.105
C3H8 0.152
C6H6 0.215
H20 0.348

The change of z% from the value of 0.293 is found to be related
to the value of w:

2% = 0.293/(1 + 0.375 w). (8)

Either w or (2% - 0.293) can be used as a third parameter with
which to extend the principle of corresponding states to substances
which depart from strict agreement with equations (3) to (6). The
first was used by Pitzer and his colleagues, (18-20) and the
second by Hougen, Watson, and Ragatz (21). The first, has the
practical advantage that the vapour pressure at (T/T¢) = 0.7 is
known for most substances since this temperature is not far above
the normal boiling point.

Pitzer wrote, for any thermodynamic function Y:

c c c c
Yi(V/Vi > T/Ti ) = YO(V/Vo > T/T0 )+

! c c
w Y (V/V T, T/T ) (9)
1

where Yo is the same function as for argon and Y, is an empiri-
cally determined correction function. A more convenient way of
expressing the same result was devised by Leland and his colleagues
(22, 23) who introduced what they called shape factors, 8 and ¢.
These are functions of the reduced density and temperature which
are defined as follows. Let us suppose that, for a pair of
substances, i and o, which do not necessarily conform mutually to
a principle of corresponding states, we use (1) and (4) to define
functions fii and hii' It can be shown (17, 24) that these
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equations can be satisfied simultaneously and consistently only by
one pair of values of fjj and hjj at each V and T of the substance
i. Clearly if i and o do conform to the principle (i.e. if wij =
Wpo) then f and h, so defined, would be constants given by equa-
tion (4). If i and o do not conform, then they are slowly

varying functions of V and T. Leland therefore writes:

c c
(V/Vi > T/Ti )

c c c c
ii,oo (Ti /To ) x eii,oo(V/Vi ’ T/Ti )
(10)

[

C C C C C
11,00V/Vy s T/T3) = (VTN x by VIV T/

where 9 and ¢ are the shape factors of substance i, with reference
to substance o. They can be expressed:

[ [
eii,oo 1+ (wii - woo) X Fe(v/v , T/T7)
(11)

[ [
¢ 1+ (wii - woo) X F¢(V/V , T/TT)

ii,oo
where within the ambit of Pitzer's formulation, Fg and Fy are
universal functions, determinable empirically by comparing a few
fluids with, say, argon (25, 26).

With this apparatus we are equipped to calculate the configu-
rational free energy, and hence the other thermodynamic properties,
for a single component, i, from a knowledge of A, (V,T) for argon
(or other reference substance of our choice), from the universal
functions Fg and Fy, and the constants Vic, Tic, and wii. The
limitation of the method is that the departure of i from the
reduced properties of o should be sufficiently small and regular
to be described by the one parameter w. In practice this means
that if our reference substance is one for which w is approxi-
mately zero, we are restricted to substances for which w is less
than about 0.25. This includes most simple molecules except NHj
and H90, and the lower hydrocarbons, but excludes such technically
important substances as the alcohols and the lower amines, ammonia
and water.

Many attempts have been made to extend the recipe above to
mixturescby introducing parameters f, and h, (or, what is equiva-
lent, Ty and VXC) which are averaged parameters ascribed to a
single hypothetical substance, subscript x, which is chosen to
represent the mixture. That is, we write for the configurational
free energy of a mixture of C components:

(o4
mixt(V,T) = A (V,T,) + I ng RT4mx, (12)
i=1
AX(V,T) =f . AO(V/hx, T/fx) - n RTinh_ (13)
C
where I n, =n and £ x., = 1. (14)
i=1
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The parameters fy and hy clearly depend on all molecular inter-
actions in the mixture, that is, on both those between like
molecules, fjj and hjj, and those between unlike molecules, fjj
and hij. Since intermolecular forces are, at least approximately,
pair-wise additive, we do not need to introduce three-body para-
meters, fi'k’ etc. The most successful recipe for combining the
parameters’, and the one for which there are the best theoretical
arguments (27) is that usually called the van der Waals
approximation:

C C
thx = I z xix.fi,h.,
i=1 j=1 *J W
C C
hX = I I x.x,h.,. (15)
i=1 j=1 *+ 3 H

These equations, together with equations (12) to (14), are a
solution to the problem of calculating the thermodynamic prop-
erties of a multi~component mixture, provided:

(1) That the change of f and h with reduced volume and
temperature can again be incorporated into shape factors, as
for pure substances in equation (10) and (11).

(2) That we can assign values to the cross-parameters fij
and hy; with i not equal to j.

Tﬁe first problem has been solved, but needs care if ther-
modynamic consistency is to be preserved (17, 22-26). The second
is usually solved by writing:

% (16)

F15 7 Ba3 Taaty;

- . 1/3 L 1/3,3

hij nij(ﬁhii + % hjj ) an
=l/

wij 5 (wii + wjj). (18)

If nothing is known of the binary system formed from species i
and j then it is usual to adopt the Lorentz-Berthelot assumption:

Eij = nij = 1. (19)

Measurements of almost any thermodynamic property of the binary
mixture allows at least one of these parameters to be determined
more precisely. It is usual to retain ni; = 1 and to use the
?igary)measurements to estimate EiJ Typlcal values are:

28-31
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Substances €
Ar + 02 0.99
N2 + CO 0.99
N2 + CH4 0.97
COo + CH4 0.99
CH4 + C2H6 0.99
CH4 + C3H8 0.97
C2H2 + C3H8 1.00
C3H8 +n - C4H10 0.99
CO2 + CH4 0.94
CO2 + C2H6 0.91
CH4 + CF4 0.92
C6H6 +c - C6H12 0.97

Such figures are subject to an uncertainty of at least 0.0l, since
the theory does not exactly correspond with reality and so different
properties of the binary mixture lead to slightly different values
of £. The properties most commonly used to estimate £ are the
second virial coefficient and T€¢ as functions of x, and the excess
Gibbs free energy and enthalpy. There is now abundant evidence
that & is usually significantly less than unity, particularly in
mixtures of chemically different type. The use of values deter-
mined from binary mixtures leads to more accurate predictions for
multi-component mixtures than the universal use of equation (19).
The principle of corresponding states, extended as above to
mixtures of acentric molecules, has been applied to the calculation
of many of the properties needed for the design of separation equip-
ment. The examples reviewed briefly here are taken from our own
work on cryogenic fluids, liquified natural gas (LNG), mixtures of
hydrocarbons, and mixtures of carbon dioxide with hydrocarbons. 1In
all this work methane was used as the reference substance.

Liquid-Vapour Equilibrium. For mixtures of Ar + Ny + Oj the
method described above yields excellent K-values (28). Similar
results were obtained by Mollerup and Fredenslund for Ar + Ny,
using a method almost identical with that described here (32). The
principal error in the work on the ternary system arose in the pure
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components. Pitzer's acentric factor, although it provides an exact
fit to the vapour pressure at (T/T¢) = 0.7, leads to small errors in
the vapour pressures at other temperatures. The boiling point of
each component is almost certainly one of the experimental facts
known before the calculations are started for the multi-component
mixture, and so it is natural to modify the procedure above in such
a way as to use this information. This can be done by treating w

as a floating parameter which, at each pressure, is chosen afresh

so as to reproduce exactly the boiling point of each component. If
this is done, (29) then the liquid vapour equilibrium of Ar + Np +
0o is reproduced with a mean error of 0.14% which is almost within
experimental error, and excellent representations are obtained of
the systems: Cj3Hg + C3Hg: C3Hg + n-C,Hjg: CoHg + Cglp: and

C0y + n—-C4H1g (29).

Compression factors Z, and enthalpies of one-—phase system.
For one-phase systems comparison of theory with experiment is
hindered by the lack of good experimental results for multi-
component systems. However, Z is given (29) to 0.1 - 1.0% for
pressures up to 200 to 300 bar for air, for CH; + HyS, and for
CH4 + COg. The enthalpy of air is equally well predicted (29).

Azeotropic Lines. The calculation of liquid-vapour equilibrium
includes, in principle, the determination of the conditions for
azeotropy. Nevertheless, in practice these are best formulated and
tested for in a separate calculation (30). Values of £, less than
unity lead correctly to the appearance of azeotropes at high reduced
temperatures for the systems: C0jp + C2Hg: CO2 + CoHy: and
C02 + CoH2 (_.:3_(_)_).

Critical Lines. The calculation of the thermodynamic condi-
tions for critical points in even a binary system is a severe test
of any method of prediction, because of the surprising variety of
critical lines that can occur (2). The Redlich-Kwong equation has
been used by chemical engineers (33, 34, 35) to represent the
simplest class of binary system, when there is but one critical
line in p-T-x space. This joins the gas-liquid critical point of
the two pure components. The treatment described above can repre-
sent, quantitatively for simple systems, and qualitatively for
more complex systems, the critical lines of many binary mixtures
(30). In the more complex of these, the lines representing liquid-
liquid critical states intrude into the gas-liquid critical region,
giving rise to a topologically wide variety of behavior.

Density of LNG. An accurate knowledge of the density of LNG
is needed for its metering and pumping. The densities of some
natural and some "synthetic' mixtures have been measured but it is
impossible to cover all compositions that might be encountered in
practice. The problem of predicting densities in such a system is
one that is ideally suited to the method described above.
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The results obtained were incorporated in a program which specified
first whether the conditions are those of: (1) the compressed
liquid, (2) the liquid at a bubble point of specified temperature,
(3) or the liquid at a bubble point of specified pressure. The
program then yielded the liquid density with an accuracy usually
better than 0.2%, and, for conditions (2) and (3), the composition,
pressure, (or temperature) and density of the vapour phase (31).

This program was prepared by Mollerup (36) and was issued by
him to many interested in testing this method of prediction.

Saville and his colleagues (37) later modified and shortened pro-
grams of this kind, first by algebraic improvements which removed
one layer of iteration, secondly by using more efficient programming,
and thirdly by using Stewart and Jacobsen's equation for nitrogen as
the reference equation (38). (Vera and Prausnitz (39) had earlier
pointed out the advantages of using an explicit equation of state:
they chose Strobridge's equation. Mollerup used an explicit equa-
tion for methane.) It is difficult to compare rates of computation,
but it may be useful to estimate costs. At the standard rates
quoted by commercial bureaux in Britain, Saville estimates that the
calculation of the equilibrium states of liquid and vapour in a
multi-component mixture and the tabulation of their enthalpies,
densities and fugacities, costs now 3 cents per point. (Within

the university the rates are only 2% of this, but these costs are
not economically realistic.) A sum of 3 cents is, of course, negli-
gible for a small number of calculations. It is appreciable, but
not prohibitive, if the program is to be run many times as, for
example, in an iterative design calculation for a distillation o1
stripping column.

One point which is worth emphasizing here is the need in such
calculations for high accuracy in "difficult" regions of the phase
diagram. Separation processes may account for half the capital
cost of a modern plant, and the capital cost of separation varies
roughly as (&n a)-1, where o is the volatility ratio. Hence high
accuracy is needed in those regions, often near infinite dilution
or azeotropes, where o is close to unity. The testing of methods
of prediction does not usually pay enough attention to this point.
Moreover the cost of error in these fields make it almost certain
that the design is tested experimentally before a final decision is
taken. There are definite limits to what predictive methods can be
expected to do.

Advantages and Disadvantages of the Principle of Corresponding
States as a Method of Prediction

The method described above is truly predictive in that it uses
thermodynamic information from one~ and, if possible, two-component
systems to calculate the same or different thermodynamic properties
of multi-component mixtures. There are other methods which have
been used for the same purpose of which one of the most powerful is
the generalization to mixtures of the Benedict-Webb-Rubin equation,
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and of equations derived from it. For each substance we must
determine a set of eight or more parameters from the p-V-T
properties. If we use the BWR equation for mixtures by writing
for each of its eight parameters X an equation of the form:
c
xVr o g oxx Y
=1 11

then the equation has predictive power--we obtain the properties
of the mixture from those of the pure components. But such use,
although often of value, suffers from the same loss of accuracy
as the use of the principle of corresponding states with all

€.. = 1.

1 If we are to get the best use out of equations such as the

BWR then it is necessary both to allow some of the parameters to
become themselves functions of density or temperature and to intro-
duce parameters which represent the actual behaviour of the relevant
binary system (40, 41). We have then a flexible and accurate
method of predicting the properties of multi-component mixtures.

When comparative tests have been made, the accuracy of the BWR
equation and of the principle of corresponding states has been about
the same (22), but the extended BWR equations are more accurate for
the systems to which they have been fitted. The use of the prin-
ciple of corresponding states is now little more expensive in
computing time.

The advantages of the principle are, first, that it is more
closely tied to theory and so can more safely to extrapolated to
new regions of pressure and temperature. Its second advantage is
that it is much more easily extended to take in new components.

All we need are Ti®, Vi%, wij, and estimates of €45 for the binary
systems formed from the new and each of the old components. If the
latter are not known then they can be put equal to unit or, better,
guessed by analogy with chemically similar systems. To extend the
BWR, or Stewart and Jacobsen's equation, or Bender's equation (41)
to additional components requires a large body of p-V-T and,
preferably, calorimetric information on the new components, and a
program to fit between eight and 20 parameters. A similar new fit
must be made for each of the binary systems involving the new
component if the best accuracy is to be achieved.

The greatest limitation of both methods is their restriction
to comparatively simple molecules. The problem of predicting with
such high accuracy the properties of multi~component systems con-—
taining ammonia, water, alcohols, phenols, amines, etc. is still
substantially unsolved. It is hard to say how rapid progress will
be here. Undoubtedly there are regularities in the behaviour of
such series of compounds as the alcohols, but for two reasons I do
not want to speculate further on how mixtures containing highly
polar substances can be handled. The first is that, at least in
the first instance, such methods are likely to be more empirical
than those I have described, perhaps of the kind called "molecular
thermodynamics" by Prausnitz (42), and the second is that I do not

T where (n =1,2, or 3) (20)
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know how far companies and other agencies have gone in developing
such methods in schemes of prediction that are wholly or partly
unpublished.

Abstract

If the prediction of thermodynamic properties is to be soundly
based then it requires an understanding of the properties of mole-
cules and the forces between them, and of the methods of statistical
mechanics. This paper reviews the extent of our knowledge in these
fields and of our ability to make useful predictions. Particular
emphasis is placed on methods that derive from the principle of
corresponding states.
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Can Theory Contribute: Transport Properties

HOWARD ]J. M. HANLEY
National Bureau of Standards, Boulder, CO 80302

In this lecture we comment briefly on how molecular theory--
that is statistical mechanics and kinetic theory--can describe tran
port coefficients, e.g., the viscosity (n), thermal conductivity
(A), and the diffusion (D), of fluids such as argon, nitrogen,
oxygen, carbon dioxide, and the simple hydrocarbons.

Unfortunately it turns out that statistical mechanics is not
always satisfactory in this context because of the serious conceptu:
and mathematical difficulties in describing a fluid in nonequili-
brium. And the problems are not only theoretical: an assessment of
any theory from the viewpoint of the engineer has been, and is,
handicapped by lack of quantitative data. Reliable data for pure
fluids over a wide temperature and pressure range were not avail-
able until about ten years ago, with only limited exceptions: few
data are yet available for mixtures in the liquid. So, although in
principle theory can contribute, in practice its contribution is not
always obvious.

One should distinguish between formal statistical mechanics anc
approximate theories, based on statistical mechanics, which bypass
in some way the detailed problems of the molecular theory for a flu:
in nonequilibrium. Such theories will not be discussed here (1),
with the exception of corresponding states.

Formal Theory

One can for convenience say that formal studies of transport
phenomena in fluids are based on two principle approaches. The
more general examines how a system responds to a force or gradient:
the transport coefficients are a quantitative measure of the
response, and can be expressed in terms of the decay of fluctua-
tions induced by the force.

It can be shown that any transport coefficient, L, for a
fluid which is not too far from equilibrium can be written as an
integral of the corresponding correlation function:

330

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
ACS Symposium Series; American Chemical Society: Washington, DC, 1977.



17. HANLEY Transport Properties 331

0]
L mf <JL(0)°JL(T)>dT (1)

where J_ (o) and JL(T) is the flux associated with L at arbitrary
time o and at time T, respectively. For example the simplest
expression is that for the self-diffusion coefficient, Dll:

Dy, wf O<¥(o)'¥("f)> dr 2)

where v is the velocity of a molecule. Similarly for the viscosity,
and the other transport properties. The expressions are standard
@.

The alternative approach is to examine the behavior of a dilute
gas, i.e., a gas for which one only has to consider binary molecular
collisions. This procedure is clearly far more restricted than the
correlation function route but the corresponding transport expres-—
sions are standard and practical. For example, the Chapman-Enskog
solution (3) of the Boltzmann equation gives the dilute gas visco-
sity, Ny and the other coefficients, e.g.,

_5 (ﬂka)l/Z

n, = Y (2.)%
o~ 16 2 .(2,2)

3)

where m is the molecular mass, k is Boltzmann's constant, ¢ is a
size parameter characteristic of the intermolecular pair potential,
$. Q(2,2)*__the collision integral--depicts the dynamics of a
binary collision and is a function of ¢.

The relationship between the general correlation function
approach and the dilute gas should, in principle, be clear-cut. In
fact, Equation (3) can be derived from the corresponding equation
(2). Many authors have attempted to generalize the Boltzmann equation
for all densities; alternatively, many authors have attempted to
write the fluxes of Equation (1) in terms of the dynamics of mole-
cular collisions. But these are difficult problems.

A simplistic explanation of the difficulties, which perhaps
should be compared to those encountered for a fluid in equilibrium,
is as follows. 1In equilibrium, it turns out one is concerned with
molecular configurations over distances of the order of the range of
the intermolecular potential (see Figure la). In nonequilibrium,
however, the characteristic distances are of the order of the mean
free path, or greater (see Figure 1b). A description and under-
standing of the dynamics of the molecular motion in the fluid requires
certain integrals to be evaluated over such distances. They have not
been solved for a realistic potential, other than for the dilute gas.

The thrust of kinetic theory in the last few years has been to
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Figure 1. (a) General form of the intermolecular pair potential, ¢, as a function of

separation, r. The parameter o, defined by ¢(r) — 0, corresponds to the molecular

diameter: «, is the maximum value of ¢. (b) Schematic of a possible sequence of col-
lisions between three molecules, 1, 2, and 3, for three times t = 0, t/, t”,

Figure 2. Coordinate system for two linear molecules interacting along the line of
the centers
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try to understand the nature of the dynamical events in a nonequili-
brium system and, in particular, to explain the decay of the
correlation function with time.

Comparison with Experiment for the Dilute Gas

Substantial progress has been made recently in applying the
kinetic theory dilute gas expressions, both for the transport and
equilibrium properties. For example, we now have a good grasp on
how a model intermolecular potential can be used to relate theory to
data. Also simple nonspherical molecules can be considered
systematically.

Some results for carbon dioxide (4) are presented here graphi-
cally to illustrate the type of agreement one can expect between
kinetic theory and experiment.

In our work with carbon dioxide we have assumed the intermole-
cular potential is of the form

$(r0,8,8) = o_(r) + ¢__(x6,0,9) (4

and that the molecules interact according to the coordinate system
shown in Figure 2. ¢g is the spherical, angle independent contri-
bution given by the m-6-8 potential

m 6 8
_ 6+ 2y (o m m- y(m- 8) g 6 _ g 8
¢s(r) = F m- 6 (r) " - m- 6 (r) d o (r) a1 ()

where ¢(0) = 0, ¢(rpin) = - € and d = ryin/0. The parameters, m
and y, represent the strength of the repulsive term and an inverse
eight attractive term, respectively. ¢, is a function of a quad-
rupole moment, the polarizability and the relative angles of
orientation.

Comprisons between theory and experiment for the viscosity,
thermal conductivity, equilibrium second virial coefficient, and the
dielectric second virial coefficient are shown in Figures 3-6. One
observes that a wide range of independent thermophysical properties
have been fitted quite well.

It should be stressed that the potential parameters are the
same for all properties, and that the values of quadrupole moment
and the polarizability were taken from independent experiments and
were not treated as adjustable parameters. It should also be
stressed that the fits depend on a proper choice of the spherical
part of the potential, ¢5. Models for ¢g simpler than Equation (5)
are inadequate.

Results similar to those of Figures 3-6 are available for
other simple polyatomic molecules (Fp, 0,, Np, CHy, etc.) the rare
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Figure 3. Viscosity of CO,: Comparison between values determined from Equation
3, using the potential (4), and experiment (details in Ref. 4)
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Figure 4. Thermal conductivity of CO;: comparison between kinetic theory and ex-
periment (details in Ref. 4)
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Figure 5. Second virial coefficient of CO, predicted from statistical mechanics using the
potential of Equation 4 (Ref. 4)
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Figure 6. Dielectric virial, By, of CO,. This is defined by the expansion

e—11
Tz, = AvtBoet ...

where « is the dielectric constant, p is the density (comparison between theory and ex-
periment, Ref. 4)
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gases, and their mixtures. On the whole, therefore, the application
of kinetic theory to the simple dilute gas or gas mixture is satis-
factory. Of course, the generally good agreement between experiment
and calculation can break down for more complex molecules. Clearly,
the potential of Equation (4) can be too simple, and there are some
approximations in evaluating the kinetic theory expressions which

are not valid if one has to consider a very nonspherical molecule,
such as benzene (5). A discussion is given in references (4) and (5).

Comparison with Experiment for the Dense Gas and Liquid:
Computer Simulation

The computer has led to significant contributions in our under-
standing of liquids. It has played less of a direct role in calcu-
lating property data. Nevertheless, one can argue that it is not
correct to imply that rigorous but practical expressions for the
transport coefficients are restricted to the dilute gas because
Equation (2) can be evaluated numerically if the fluid is simulated
on the computer. For example, it is relatively straightforward to
calculate the self-diffusion coefficient via Equation (3). 1In fact,
Figure 7 shows the results obtained by us (6) for methane, assuming
that methane interacts with the m-6-8 potential of Equation (5).
Agreement between the computer calculation and experiment is good.

Whether, however, one can conclude that computer simulation is
a practical tool for calculating transport coefficients in general is
open to question. It is more difficult to obtain the viscosity and
thermal conductivity to within a reasonable error than it is to deter-
min and self-diffusion, and the latter is not a trivial calculation.#*

Corresponding States

The contribution of statistical mechanics is not, of course,
limited to the kind of results shown in Figures 3-7. Several
approximate theories have been proposed which are based on statis-
tical mechanics but which require some assumption, or assumptions,
to avoid a detailed description of a fluid in nonequilibrium. A good
example is the Enskog theory and its modifications (l). As remarked,
however, such theories will not be discussed here with one exception,
namely the theory of corresponding states. One specific application
is outlined as follows.

* However, a different approach has been introduced recently by

Hoover (7), and by other authors, which could eventually make computer
simulation a viable tool. Rather than evaluate the correlation func-
tion, it is suggested that a laboratory experiment, which would lead
to the transport coefficient, be simulated. For example, a flow
system can be set up on the computer to represent a shear flux pro-
duced by a velocity gradient. Numerical evaluation of the flux for

a given gradient gives the viscosity coefficient.
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DIFFUSION OF METHANE

Density (o) | Temperature| 108 D(calc)| 10% D(exp)
kg/m3 K kg/ms kg/ms
440.9 121.5 1.6 2.2
440.9 151.4 2.5 2.1
347.4 172.8 5.1 6.0
258.1 202.8 10.1 10.2
192.4 213.0 9.4 10.6
133.6 233.0 12.1 12.0

Molecular Physics

Figure 7. Table comparing experimental diffusion coefficients for
methane with values calculated from Equation 3 using computer
simulation (8)

We have developed (8) a corresponding states procedure the
object of which is to predict the viscosity and thermal conduc-
tivity coefficient of a pure fluid or a mixture from thermodynamic
(PVT) data.

The procedure incorporates the extended corresponding states
approach to the thermodynamic properties of nonconformal fluids
introduced by Leland, and by Rowlinson and their co-workers (9).

The thermodynamic properties of a fluid, o, can be related to
the properties of a reference fluid, o, via (for example) the func-

tions f and h where
0,0 oo, 0

b 3

= c c . _ c, C
fOLOL, o (Taot/To) eOLOL, o’ hOLOL, o (po/paa) ¢0LoL, o) (6)

The shape factors, 9 and ¢, are weak functions of temperature (T)
and density (p) and can be regarded as characteristic of the Pitzer
acentric factors of fluids o and o, respectively. The superscript
¢ denotes the critical point value.

Applying extended corresponding states ideas to the transport
properties, one has for the viscosity and thermal conductivity
coefficients of fluid, o, at a given density and temperature with
respect to the equivalent coefficient of fluid, o (10)

- n
n, (e, T) = no(phw, 0 T/fw, 0) FHa, o N

and
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A
Aa(p’T) B Ao (phaa, o’ T/faa, o) FHa, o 8)
where
n _ 1/2 _-2/3 1/2
FHa, o (Ma/Mo) haa, o faa, o 9
A -
FH - M /M )1/2 h 2/3 f1/2 (10)
o, O o' Ta a0, O aa, O
For a mixture x, one has
- 4 n
n (e,T) = no(phx’ o T/fx’ o) FH 4 an

with a corresponding equation for Ay(p,T). Mixing rules, consistent
with the Van der Waals one-fluid approximation (11) are

hX, o = (Zl é X(XXB haB, o
(12)
fx, o hx, o =2z XaXB faB, o haB, o
a B
with
_ 1/2

faB, o E;OLB (faa, o fBB, o)

and (13)

3
_ 1.1/3 .1 .1/3
haB, o waB ( 2 haa, 0o T2 hBB, o )

where €yp and Y,p are the binary interaction parameters. We use the
expression My = I xyM, for the mixing rule for the molecular weight
[but see Mo and Bubbins (1) ].

It is important to note that Equations (7) and (8), and the
equivalent equations for a mixture can fail to predict correctly the
transport properties of a nonconformal fluid if the corresponding
states parameters are estimated from thermodynamic data. The equa-
tions can break down, in particular, if p/p® 4 1.

Modification of the Transport Expressions

It is proposed that the predictive capability of the extended
corresponding states approach to transport phenomena would be
improved significantly if one considers equations of the form (for
the viscosity coefficient, for example)

- n n
nge,T) = no(phaa’ 0 ? T/faa, o ., oXa’ o (T (14)
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A correction factor, Xn, is dintroduced which should be unity if
fluids o and o follow simple two-parameter corresponding states,
but should be a strong function of density and a weak function of
temperature otherwise. However, X" should nevertheless approach
unity as the density approaches zero.

In like manner, we introduce XQ’O(Q,T) for the mixture, and
XA’ o(p,T) and XQ’ o (p,T) for the thermal conductivity coefficient
o% the pure fluid and mixture, respectively.

We have suggested expressions for X" and x*. Based on the
behavior of the transport coefficients according to the Modified
Enskog Theory (1), one can derive for the pure fluid, (and similarly
for the mixture)

n
o)

¢! i x . =0q G (15)

X H
Gy, O O, O o o, O «a, O

, o) =Q
Qa o is function of p and T defined as

c 3
Q. o = Lp) /(b 1T 7 Mo (07/o)7] (16)

where b is a term given by b = B + TdB{dT, with B the equilibrium
second virial coefficient. GS’ 0.8nd Gy o are ratios given, respec-
tively by G o = [13/[]8 and []é/[]é. The bracket expressions are

[1" = [1/bpx + 0.8 + 0.761 bpx]

(17)

ok

[1/bpyx + 1.2 + 0.755 bpx]

with
_1 [ap )}
pr = pR (BT ) . 1 (18)

for fluids a or o. R is the gas constant.

It should be noted that the calculation of the correction fac-
tors X" and X" require only thermodynamic (PVT) informatiom for
fluid o or x with respect to the reference fluid; for example, b,
Equation (16) can be obtained from the second virial coefficient of
the reference fluid, B,, according to the expression

(h . B)
Bo + T d___(l_;o__ (19)

ba(T) = haa dT

and similarly for the term bpx Equation (18).
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Comparisons with Experimental Data Mixtures

Apart from the dilute and moderately dense gas, viscosity and
thermal conductivity data for nonconformal mixtures are scarce and
their reliability are often difficult to assesss. The modified
equations, however, were checked as far as possible over a wide
range of experimental conditions. Methane was chosen as the refer-
ence fluid [equation of state data from Goodwin (12), transport data
from the correlation of Hanley, McCarty and Haynes (}2)].

Table 1 gives typical and representative results for the methane-
propane system. The data (estimated accuracy ~ 37) are those of
Huang, Swift and Kurata (14). [Values from Equation (11) are given
in parentheses and the agreement between calculation and experiment
is seen to be poor.]

Table 2 shows a comparison between predicted and experimental
values for an natural gas mixture (15) at 273 K. The mixture has
the following composition: CHy, 91.5%; CoHg, 1.8%; CiHg, 0.8%;
C4H10’ 0.67%; Ny, 5%; others 0.37%. We cannot evaluate the accuracy
of the data but the prediction appears reasonable.

Results for a nitrogen-carbon dioxide mixture are shown in
Table 3: data from reference (;é). Note that neither nitrogen, or
carbon dioxide is used as the reference fluid.

Table 4 compares our prediction with thermal conductivity data
of a nitrogen-ethane mixture from Gilmore and Comings (}fﬂ. Values
from the unmodified equation are given in parentheses. Finally,
Table 5 shows the results for a methane-n-butane mixture (17).

TABLE 1. VISCOSITY OF A METHANE (50%) - PROPANE (507%) MIXTURE AT
153.15 K. (T¢ a 319 K, p® & 7.7 mol/L)

o n(exp) n(calc)

mol/ % ug c:m"l s—l

18.69 2780 2614 (2286) *
18.78 2860 2710 (2360)
18.96 3030 2878 (2509)
19.12 3200 3002 (2659)
19.28 3380 3232 (2807)
19.42 3550 3407 (2952)

*Results from the extended corresponding states equation (11).
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TABLE 2. NATURAL GAS VISCOSITY AT 273 K

P n(exp) n(calc)

atm pg cm s_l

20. 109.3 110.0

60. 132.2 123.6
100. 160.2 145.8
200. 244.5 227.7
300. 313.7 298.8
400 372.3 345.0

TABLE 3. NITROGEN-CARBON DIOXIDE VISCOSITY

Comparison between predicted viscosity coefficients for a
nitrogen (627) - carbon dioxide (38%) mixture at 289 K.

P P n(exp) n(calc)
atm mol/% ug cm s_2

20. 0.9 167.0 167.0
60. 2.8 179.5 186.5
100. 4.9 200.5 213.6
120. 7.0 212.5 229.1
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TABLE 4.

p
mol/p
7.34
10.16
13.75

16.43

PHASE EQUILIBRIA AND FLUID PROPERTIES IN CHEMICAL INDUSTRY

THERMAL CONDUCTIVITY OF A NITROGEN (59.8%) - ETHANE (40.2%)

MIXTURE AT 348.16 K (T¢ % 260 K, p¢ v 12.0 mol/%)

X (exp)

46.0
55.2
70.3

85.4

mW m

A(calce)

K—l
46,11 ( 61.5)*
54.69 ( 72.65)
69.47 ( 92.4)
84.44 (113 )

*Results from the extended corresponding states equation corres-

ponding to equation (11).

TABLE 5.

mol/%
12.26
12.49
13.01

13.25

THERMAL CONDUCTIVITY OF A METHANE (39.4%) - n-BUTANE

MIXTURE (60.6%) at 277.6 K (T® ~ 390 K, p© v 6.25 mol/2)

A (exp)

99.00
101.46
113.39

114.90

n(calc)
mW m K

95.33

99.63

109.99

115.05
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The representative results reported here indicate our procedure
is satisfactory. In other words it appears, given the limited data
available at this time, that transport properties can be predicted
satisfactorily via thermodynamic data. Hence only one set of para-
meters (8,¢,wa5,etc.) are required to fit both thermodynamic and
transport properties.

Abstract

A very brief outline of theoretical calculations of the trans-
port coefficients is given. A method to predict the viscosity and
thermal conductivity coefficients of pure fluids and mixtures is

presented.
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Polar and Quadrupolar Fluid Mixtures

K. E. GUBBINS and C. H. TWU
Cornell University, Ithaca, NY 14853

Phase equilibrium calculations may be made by either semi-
empirical or theoretical methods. In the semiempirical approach
one uses an empirical equation of state for one or more of the
phases involved; for the liquid phase one of the empirical equa-
tions for the excess Gibbs energy (Wilson, van Laar, etc.) is
usually used. The semiempirical approach gives good results pro-
vided that one has a significant amount of experimental data
available for the mixture. However, such methods are better
suited to interpolation of existing data than to extrapolation or
prediction. Theoretical methods are based in statistical thermo-
dynamics, require less mixture data, and should be more reliable
for prediction. Theoretically-based methods that have found
extensive use by chemical engineers include regular solution
theory (1), corresponding states methods (conformal solution
theory) (2-4), and perturbation expansions based on a hard sphere
fluid as reference system (3,4). For mixtures of simple nonpolar
molecules these methods give good results, especially the corre-
sponding states and perturbation expansion theories (3). However,
all three theories are based on the assumption that the molecules
are spherical, with intermolecular forces that are a function only
of the intermolecular separation. This assumption is strictly
valid only for mixtures of the inert gases (Ar, Kr, Xe) and for
certain fused salts and liquid metals. In spite of this restric-
tion the corresponding states and perturbation methods have been
applied with success to mixtures in which the intermolecular
forces depend on the molecular orientations, e.g., mixtures con—
taining 02, N», light hydrocarbomns, etc. (see ref. 4 for review of
applications up to 1973). The extension to weakly nonspherical
molecules can be accomplished, for example, by introducing shape
factors as suggested by Leland and his colleagues (5). These
methods have been extensively exploited for both thermodynamic (2)
and transport (6) properties. They are predictive only if equa-
tions are available for the composition dependence of the shape
factors. The existing methods for doing this work well for rela-
tively simple mixtures, but break down when constituents with

344
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strongly orientation-dependent forces are present (e.g., strongly
polar or quadrupolar constituents).

In this paper we review a recently developed theoretical
method for phase equilibrium calculation which explicitly accounts
for strongly orientation-dependent forces. These anisotropic
forces are taken into account through a perturbation scheme in
which the reference fluid is composed of simple spherical mole-
cules; in practice, the known properties of argon, or those of a
Lennard-Jones fluid simulated on the computer, may be used. Such
a perturbation scheme was first suggested by Pople (7) more than
twenty years ago, but was not immediately used for liquid phase
calculations because the reference fluid properties were not suf-
ficiently well known. Since 1972 the theory has been extended and
improved, and its successful application to liquids of strongly
polar or quadrupolar molecules dates from 1974 (7).

The most successful form of the theory is briefly outlined in
the Theory Section. In the Section on Results the theory is used
to classify mixture phase diagrams in terms of the intermolecular
forces involved, and also to predict vapor-liquid equilibria for
several binary and ternary mixtures.

Intermolecular Forces

The intermolecular pair potential u between two axially sym-—
metric molecules of components o and B can be written as a sum of
parts

af _ aB aB aB
u (relez¢) = ug (r) + Ut (relezqa) +ougs (r6162¢)
op o
+ou o (r6,0,9) +u. (relez¢) (1

where up,1¢> Udiss Uoy, and ujpg are multipolar (electrostatic),
anisotropic dispersion, anisotropic charge overlap, and induction
terms, respectively. Here r is the intermolecular separation,
(81¢1) are the polar angles giving the orientation of molecule i,
the r direction being taken as the polar axis, and ¢ = ¢1 - ¢5.
We take the isotropic central potential ug(r) to be an (n,6)
model (8),

o8 ) - g (M 6/(na8 6) s (?_(1_5_ g ) M 6 -

o naB - 6 r r

where €af, 0yg and nyg are potential parameters. The multipolar,
dispersion, overlap and induction potentials are usually approxi-
mated by the first few terms in a spherical harmonic expansion.+

+In practice not all of these contributions are equally important,
and some may be neglected for particular fluids. In calculating
thermodynamic properties for the fluids considered in this review,
the multipolar forces make the largest anisotropic contribution.
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Equations for these terms are given in several reviews (7-10).

The leading multipole term in upy1y is the dipole-dipole potential
in the case of polar fluids, and the quadrupole-quadrupole poten-
tial for fluids of linear symmetrical molecules (COj, Np, etc.).
These are given by

DR
u = —r3— (SlSZC - 2clcz) 3
3Q_Q
_ %Y o2 2 2 2 2 2 2
uQQ = R (1 SCl Sc2 + l7cl ¢, + ?.sl s, ¢
4r
- l6sls2clczc) (4)

where sy = sin 64, ¢y = cos 64, ¢ = cos ¢, and u and Q are the
dipole and quadrupole moments. Experimental values of u and Q
have been tabulated by Stogryn and Stogryn (11).

The anisotropic overlap potential may be approximated for
symmetrical linear molecules (COp, Np, Brp, etc.) by (7)

o
ag _ ag\12 a8 2 2
u, = 4 E(Y.B( - \ 52 (K] <y + 3 cy 2) (5)

while for unsymmetrical linear molecules (HCl, NO, Nj), etc.) one
has

o
af _ agil2 . aB _
Uy = 4 EOLB (—-—r) (Sl (cl CZ) (6)

where n in Eq. (2) is taken to be 12, and where &§; and §, are
dimensionless overlap parameters that must lie within the ranges
-0.5 < 61 < 0.5 and -0.25 < 82 < 0.5. The anisotropic dispersion
potential is given to a good approximation by the London expres-
sion (7,9,10).

Theory

In thermodynamic perturbation theory the properties of the
real system, in which the pair potential is u®B, are expanded
about the values for a reference system, in which the pair poten-—
tial is u%s. Here we take the reference potential to be the (n,6)
potential, so that the anisotropic parts of the potential in Eq.
(1) are the perturbation. Expanding the Helmholtz free energy A
in powers of the perturbing potential about the value A, for the
reference system gives

A=Ag+ Ay +A3+ . . . )]

where Ap, A3, . . . are the second-, third-order, etc.

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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perturbation terms (the first-order term vanishes). General
expressions for Ap and A3 for an arbitrary intermolecular poten-
tial have been worked out (12,13). Equations for the other ther-
modynamic properties (pressure, internal energy, etc.) may be
obtained by applying the usual thermodynamic identities to (7).
When (7) is terminated at the third-order term it is found to
give good results for moderately polar fluids (e.g., HCLl) but to
fail for strong dipoles (e.g., H20, NH3, acetone). This is shown
for a liquid state condition in Figure 1.7 Similar results are
found for quadrupole forces. The slow convergence of (7) for
strong multipole strengths led Stell et al. (14) to suggest the
following simple Padé approximation for the free energy.

(8)

Eq. (8) is found to give excellent results, even for the strongest
dipole or quadrupole moments observed in nature (Figure 1). For
the anisotropic overlap potential of Eq. (5), the Padé approxima-
tion gives good results for -0.2 < 63 _ +0.3. This range of 8§
includes molecules such as HCl, CO2, ethane, ethylene, methanol,
etc., for which § is 0.2 or less.

The expressions for Ay and A3 involve the state variables,
intermolecular potential parameters, and certain integrals J and
K for the reference fluid. Thus, if the only anisotropic part of
the potential in (1) is the dipole-dipole term of Eq. (3), then

_ _ 2mNp ] 1,),22 B
) 3kT o XaXB((O3 ))“a“s Tun ©)
oB
a =327 m1/2 o'N . % x ((__L_)Uzuzuz 57 (10)
37135
3 > wr)? L BN g0,, T /B

aBy

where N is Avogadro's number, p = N/V is number density, k is
Boltzmann constant, T is temperature, and Xy = Na/N is mole frac-
tion of component o. The summations are over the components of
the mixture. J,;, and Kyyy are integrals over the two- and three-

FFor HC1 p*0.8, while for acetone and Ho0 p* is about 1.2 and
2-3, respectively; for Np and CO2 the reduced quadrupole moment
Q* is about 0.5 and 0.9, respectively. Here u* = u/(eo3)l/2
and Q* = A/(eg°)?. The influence of polar or quadrupolar forces
on the thermodynamic properties is determined by u* and Q¥%,
rather than by y and Q themselves. Thus the effects of these
forces are greatest for small molecules with relatively large
u or Q values.

American Chemical
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For S
0 02 04 08 08 10 2

Quadrupole

£"=0.85
T*=1.29

-7.5 —+ lJC

(b)

Figure 1. Comparison of the perturbation expansion to third order
(——-), Equation 7, with the Padé approximant to the series (—),
Equation 8, with molecular dynamics computer simulation data (15, 16).
Ue is the conﬁguratlonal contribution to the internal energy. The poten-
tial is of the form u, + u,, where u, is the Lennard-Jones (12, 6) potential
and u,, is given by either Equation 3 or 4 in Figure (a), and is the aniso-
tropic overlap model of Equatzon 5 in Figure (b) Here p* — p/(ed’)t and
= Q/(ed®)2.
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molecule correlation functions for the reference fluid. These
integrals have been calculated for the case n = 12 from molecular
dynamics results for a pure Lennard-Jones (12,6) fluid (12,13,
17) ,and are given as a function of reduced density p* = po? and
temperature T* = kT/e by

2

kn Juu = -0.488498 9*2 £n T* + 0.863195 p*”~ + 0.761344 p*

wln T* -0.750086 p* -0.218562 £n T* -0.538463 (11)

£n Kuup = ~1.050534 p*z £n T* + 1.747476 p*2 + 1.769366 p*

Wy T%-1.999227 p* -0.661046 £n T* -3.028720 (12)

The equations for A; and A3 for other types of anisotropic forces
are listed elsewhere (12,13,17).

In order to make mixture calculations using the above equa-
tions, methods for calculating Ag, J%E, and Kﬁ%ﬁ (together with J
and K integrals for any other parts of the anisotropic potential) are
necessary. Accurate methods for these calculations have been des-
cribed by Twu et al. (13,17). The thermodynamic properties of the
reference mixture were related to those of a pure, conformal refer-
ence fluid by using the van der Waals 1 form of the corresponding
states theory (2,3,13). The properties of this pure reference
fluid were obtained from experimental data for argon, by using the
multiparameter equations of Gosman et al. (18) in reduced form.
Mixture values of J%B and K%BY were also related to pure fluid
values using the van der Waals 1 theory (17).

Results

In this section we give as examples two uses of the theory
outlined above: (a) the classification of binary phase diagrams,
critical behavior, etc. in terms of the intermolecular forces
involved, and (b) comparison with experiment for some binary and
ternary systems.

Clagsification of Binary Phase Diagrams. Figure 2 shows a
classification of binary phase diagrams suggested by Scott and
Van Konynenburg (}2), with examples of each class. This classifi-
cation is based on the presence or absence of three-phase lines
and the way critical lines connect with these; this is best seen
on a P,T projection. In classes I, II and VI the two components
have similar critical temperatures, and the gas-liquid critical
line passes continuously between the pure component critical
points; class II and VI mixtures differ from class I in that they
are more nonideal and show liquid-liquid immiscibility. Class II
behavior is common, whereas class VI, in which closed solubility

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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loops occur, arises in only a relatively few cases (usually water
mixed with alcohols or amines). Mixtures of classes III, IV and
V are usually composed of components with widely different criti-
cal temperatures (TE/T% > 2), and the gas-liquid critical curve
does not pass continuously from one pure component to the other
(e.g., because the liquid-liquid immiscibility region extends to
that of the gas-liquid critical curve). Included in class III
are systems that exhibit 'gas-gas' immiscibility. These six
classes may be further subdivided, according to whether or not
azeotropes are formed, etc. Detailed discussion of the experi-
mental behavior of binary systems is given in several reviews
(20-22).

In this section we report calculations for fluids in which
one of the constituents interacts with a Lennard-Jones (12,6)
potential,

_ a,12 N
u (r) = 4el(D7" - Q7] (13)

while the other constituent interacts with a potential uy + up,i¢s
where uy is again the (12,6) model and up,jy is either the dipole-
dipole or quadrupole-quadrupole potential (Eq. (3) or (4)). In
particular, we investigate the relationship between the intermole-
cular forces and the resulting class of binary phase diagram.
Vapor-liquid, liquid-liquid, and "gas-gas' equilibrium surfaces,
three phase lines, critical lines, and azeotropic lines are calcu-
lated. For a more detailed discussion of the methods and results,
the papers of Twu et al. (13,17,23) should be consulted. The
unlike pair parameters Ong and Eqg are related to the like pair
parameters by the usual combining rules,

B (Oaa + OBB) (14)

1/2

- 1
Og = 2 M

(e e,.) (15)

a8 = %ag ‘Faa ©pB

af

where nyg and Zgg are close to unity.

Figures 3 to 5 illustrate the effects of adding a dipole-
dipole or quadrupole-quadrupole interaction (Eq. (3) or (4)) to
one of the components in a binary Lennard-Jones mixture. In this
case the Lennard-Jones parameters are chosen so that the reference
system approximates an argon-krypton mixture (24):

EArAr/k = 119.8 K eKrKr/k = 167.0 EArKr 0.989

)
OprAr - 3.405 A OkrKr 3.633 NArKe

1.000

The argon—-krypton reference system is a class I system with no
azeotrope,and argon is the more volatile component. If a dipole
moment is now added to the argon component, so that the mixture

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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100—
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Figure 3. Effect of dipole moment p,* on gas-liquid critical lines (——-)
and on pure component vapor pressures ( ) for class I and II systems.
Reference system is an argon—krypton mixture.
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Figure 4. Class II behavior for a polar—nonpolar mixture (argon—
krypton reference system) shown as a P, T projection
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becomes a polar/nonpolar one, the effect is to make the Ar compo-
nent less volatile relative to the Kr component. Figure 3 shows
the effect of the dipole moment on the gas-liquid critical curve
and on the pure component vapor pressures. At a value of uX of
1.6 the volatility of the two components is about the same and

the system has a positive azeotrope. Despite the similarity in
the volatilities and boiling points of the two components, their
intermolecular forces are very different, and the system is of
class 11, showing liquid-liquid immiscibility at lower tempera-
tures. Figure 4 shows the three-phase line, the azeotropic line,
and the liquid-liquid critical line for this case. If the value
of pX is further increased the Kr component becomes the more vola-
tile one, and for sufficiently large up the system passes to class
III. Similar results are found when a quadrupole is added to Ar
instead of a dipole (17,23).

If the dipole is added to the less volatile Kr component,
leaving the Ar interaction unchanged, the effect is to increase
the relative volatility, and the system soon changes from class I
to IV, and then quickly to III (Table 1). This behavior is shown
for the case of quadrupole interactions in Figure 5. For Qﬁ > ~1.7
the slope of the critical curve becomes positive at high pressures,
so that the critical temperature exceeds that of either pure com-
ponent at sufficiently high pressures. Such systems exhibit "gas-
gas" immiscibility (20,21,25).

Table 1 summarizes the classes of phase behavior found for
these polar/nonpolar systems, using an argon-krypton reference
system, and compares it with the behavior for simple nonpolar
Lennard-Jones systems. An important difference between the two
types of systems is that the Lennard-Jones mixtures do not form
azeotropes, and appear to exhibit class II behavior only when the
components have very different vapor pressures and critical tem-
peratures (Tbc/TaC > 2). In practice, the liquid ranges of the
two components would not overlap in such cases, so that liquid-
liquid immiscibility (and hence class II behavior) would not be
observed in Lennard-Jones mixtures (the only exception to this
statement seems to be when the unlike pair interaction is improba-
bly weak). Thus, the use of theories based on the Lennard-Jones
or other isotropic potential models cannot be expected to give
good results for systems of class II, and will probably give poor
results for most systems of classes III, IV and V also.

The polar/nonpolar mixtures studied here exhibit four of the
six classes of behavior shown in Figure 2. Class V is presumably
present also, but is indistinguishable from class IV because the
location of the solid-fluid boundary is not calculated. For
polar/nonpolar mixtures in which the reference system is a weakly
nonideal Lennard-Jones mixture, increasing the dipole moment of
the polar molecule causes a continuous transition among the
classes,

I ~>1II~> (V) > (IV) » III

In Phase Equilibriaand Fluid Propertiesin the Chemical Industry; Storvick, T., etal.;
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Classes IV and V are observed only for certain values of the
Lennard-Jones parameters. The same sequence is found for quad-
rupolar/nonpolar mixtures. The potential models considered here
fail to account for the class VI systems, i.e., those with low
temperature lower critical solution points. Such behavior is
believed to arise from strong unlike pair forces, and presumably
requires different potential models than those used here.

It is interesting to note that it is possible to observe a
tricritical pointt in binary polar/nonpolar (or quadrupolar/non-
polar) systems of the type considered above. Thus if the polar
component is a and ug is increased, the tricritical point is
observed as an intermediary stage in the transition from class II
to class III behavior. This is shown in Figure 6, the tricritical
point occurring where the vapor-liquid critical curve, liquid-
liquid critical curve, and the liquid-liquid-gas curve meet. (It
should be noted that the formation of a tricritical point in this
binary mixture does not violate the phase rule, since u, acts as
an additional degree of freedom).

Comparison with Experiment. We consider systems involving
the polar constituents HCl and HBr, and the quadrupolar constitu-
ents COy, ethane, ethylene and acetylene, together with the non-
polar monatomic fluid xenon. For the like pair interaction the
intermolecular potential models used were:

Xe: u(r) = uo(n,6) (16)

HC1: u(r9192¢) = uo(n,6) + w oLt (ue + uQ + QQ)

+ Yov + Ydis a7

HBr: wu(r8,8,6) = u (n,6) + u . (uu+uQ+ QQ) (18)
COZ’ C2H2, C2 4 CZH6: u(r6162¢) = uo(n,6)

“mult Q@ + Yov + Ydis (19)

where uy is the (n,6) potential, uu is dipole-dipole, uQ is dipole-
quadrupole, and QQ is quadrupole-quadrupole interaction, ugjgs is
the London model for anisotropic dispersion, and u,, is given by
Eq. (6) for HC1l and by (5) for the other cases. The unlike pair
potential model for COj/ethane, COy/ethylene, CO5/acetylene, and
ethane/ethylene was Eq. (19). For Xe/HCl and Xe/HBr the models

¥A normal (bi) critical point occurs when two phases (gas-liquid,
liquid-liquid, or "gas-gas')become indistinguishable, i.e., their
intensive properties become identical. A tricritical point oc-
curs when three phases become identical; for the binary systems
considered here, one of these phases is gaseous and the other two
are liquid.
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€oa/k = Ept/k=119.8 K
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Figure 7. Vapor-liquid equi-
libria for the system Xe—HCI 0 1 1 1 n
from theory (lines) and experi- o. 0.2 04 06 08 "
ment (27) (points). The dash—
dot line is the azeotropic locus. X, Yhc
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were

Xe/HC1 u(r6192¢) uo(n,'6) tu o tu o tug (20)

nd ov dis

Xe/HBr u(r8192¢) = uo(n,6) + uy (21)

nd

For the Xe/HCl case the overlap model corresponding to Eq. (6) is

g 12
aB _ af aB
u AEGB( " ) 61 cos 61 (22)

ov

and 6] is the polar angle for the HCZ molecule. The term ujpgq in
(20) and (21) includes dipole-induced dipole, dipole-induced quad-
rupole, quadrupole-induced dipole, and quadrupole-induced quad-
rupole terms.

The above potential models were arrived at by considering all
possible terms in Eq. (1) in each case, and omitting terms that
were found to be negligible. Multipole moments and polarisabili-
ties were available from independent experimental measurements.
For the like-pair interaction the remaining parameters (€, 0, n,
81, or §7) were determined as those giving the best fit to the
saturated liquid density and vapor pressure data (l}). The like-
pair parameters are shown in Table 2. TFor the unlike-pair inter-
actions one must also know the parameters €ug, Oygs Ngg and G%B,
where i is 1 or 2. The last two parameters were estimated from
the combining rules

_ 1/2
N = (naanBB) (23)
ag _ oo BB
8,7 =1/2 (8 + §1) (24)

while €4g and 048 are given by (14) and (15). The quantities
Nag and Lag Were taken to be the values giving the best fit to
vapor-liquid equilibrium data for the binary mixture at a single
temperature. The unlike-pair parameters are given in Table 3.
Figures 7 and 8 show a comparison of theory and experimental
data of Calado et al. (27,28) for vapor-liquid equilibrium in the
systems Xe/HCl and Xe/HBr. Figure 9 shows a comparison for the
excess volume for Xe/HBr (similar agreement is obtained for Xe/
HCl). These systems are highly nonideal, and both the polar and
quadrupolar forces are important. The Xe/HCl system has a posi-
tive azeotrope which is well reproduced by the theory, and appar-
ently exhibits liquid-liquid immiscibility at low temperatures.
(27). The theory predicts the vapor-liquid compositions and pres-
sures well at each temperature, the maximum error being 0.l bar,
and also reproduces the excess volume. It is interesting to note
that the VE composition curve for Xe/HBr is cubic. Such behavior
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Table 3
VALUES OF THE CROSS~INTERACTION PARAMETERS

af
System naB CGB naB 6i

HCl/Xe 1.0050 1.0042 10.3923 +0.10
HBr/Xe 0.9996 0.9880 12.0000 -
CO2/C2He 1.0000 0.9635 14.4222 -0.15
CO,/CoHy 1.0169 0.9038 14.4222 0.00
C0,/CoH> 1.0000 0.8380 16.0000 +0.10
CoH,/C,He 1.0000 1.0197 13.0000 -0.05

is common for mixtures containing polar constituents, but is not
observed in simple nonpolar mixtures (20).

Figure 10 shows theoretical predictions for the system C02/
ethane over a wide range of temperatures, pressures and composi-
tions. The system has a positive azeotrope over the whole of the
liquid range. Excellent agreement is obtained between theory and
experiment for the vapor-liquid equilibria at all temperatures,
although small discrepancies appear in the critical line. Calcu-
lated azeotropic compositions agree with experimental values with-
in 1% over the entire liquid range; calculated azeotropic pres-
sures agree within 0.1 bar. Figure 11 shows the predicted vapor-
liquid equilibrium curves for C02/acetylene. This system is of
particular interest because it forms a negative azeotrope; accord-
ing to the theory this azeotrope is bounded above. The negative
azeotrope in this system is believed to arise because the quad-
rupole moments of COy and acetylene are of opposite sign (20).

The theoretical predictions are in good agreement with the very
meager experimental data for this system. These are limited to a
measurement of the boiling point of the azeotrope at 1 bar, (32)
and to measurements of the critical point for an equimolar mixture
(29,33). For the systems COjp/ethylene and ethane/ethylene, the
agreement between theory and experiment is similar to that for
CO2/ethane.

Figure 12 shows a test of the theory for the ternary system
COp/ethane/ethylene. Such a test is of particular interest, since
no new potential parameters need be introduced. For temperatures
ranging from 263 to 293K, and pressures from 20 to 60 bar, the
mean deviation between theory and experiment was only 0.003 in
mole fraction and 0.16 bar in pressure. The results for the ter-
nary system are as accurate as those for the binary systems. Thus
the binary systems are adequate building blocks for calculating
the properties of the multicomponent systems. There is no need to
invoke any characteristically three-component parameter.
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Abstract

A method based on thermodynamic perturbation theory is des-
cribed which allows strong directional intermolecular forces to
be taken into account when calculating thermodynamic properties.
This is applied to the prediction of phase equilibrium and criti-
cal loci for mixtures containing polar or quadrupolar constitu-
ents. Two applications of the theory are then considered. In
the first, the relation between intermolecular forces and the
type of phase behavior is explored for binary mixtures in which
one component is either polar or quadrupolar. Such systems are
shown to give rise to five of the six classes of binary phase
diagrams found in nature. The second application involves com-—
parison of theory and experiment for binary and ternary mixtures.
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Discussion

TRUMAN S. STORVICK

Progress on the theoretical description at the properties of
moderately dense and dense fluids systems has traditionally been
limited by the lack of an equation of state for dense fluid phases.
The past decade has seen rapid progress on this problem using
electronic computers to obtain ensemble average properties for
fluid systems modelled with simple particles. The equilibrium and
non-equilibrium statistical mechanical and kinetic theory rela-
tionships admit the direct calculation of the fluid properties
without identifying the mathematical form of the equation of state.
This application of computers has revolutionized the fluid
properties studies in ways as profound as their application to
process design problems.

The determination of dense fluid properties from ab initio
quantum mechanical calculations still appears to be some time from
practical completion. Molecular dynamics and Monte Carlo calcula-
tions on rigid body motions with simple interacting forces have
qualitatively produced all of the essential features of fluid
systems and quantitative agreement for the thermodynamic properties
of simple pure fluids and their mixtures. These calculations form
the basis upon which perturbation methods can be used to obtain
properties for polyatomic and polar fluid systems. All this work
has provided insight for the development of the principle of
corresponding state methods that describe the properties of larger
molecules.

The perturbation methods were discussed in detail and appli-
cations to polar-nonpolar mixtures described the potential power
of these techniques. The energy and distance scaling parameters
for each component are obtained from pure component vapor pressure
data. Dipole or quadrupole moments are obtained from independent
measurements. An energy interaction parameter is evaluated from
vapor-liquid equilibrium data at one temperature. An effective
equation of state for these mixtures is obtained from the formalizm
using this small set of data. More work must be done to improve the
accuracy of the calculations to provide design data but it clearly
shows promise and continued effort should be productive.
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The calculation of the transport properties of moderately
dense fluids using kinetic theory and an equilibrium equation of
state shows remarkable agreement between predictions and experi-
mental measurements. This success suggests that the theoretical
structure required to obtain the functional forms that produced
these results should be studied. The verification of this proce-
dure for a wider range of conditions and mixtures could provide a
way to obtain transport properties of fluids.

The question and answer session focused on problems that must
be treated in order to make the theoretical advances available to
the design people. It takes great attention to the detailed struc-
ture of the theory to understand what the essential features of the
models are and what experimental information must be supplied to
make quantitative calculations.

There are some special areas where work should now be done:

1. Experimental data to test theoretical procedures is often not
available. Thermodynamic and transport data on mixtures con-
taining hydrogen and acid gases (HCl, NH3, S0y, etc.) would be
very useful. Dense gas data are generally not available.
Accurate measurements over wide ranges of temperature and
density are especially useful.

2. Requests for data from field engineers to company data centers
are currently distributed about 70% phase equilibrium, 25%
enthalpy and 5% all other data. Design decisions are made on
the basis of the distribution coefficients between phases and
on the process energy requirements. The requests reflect this
demand. Procedures to accurately predict these data would be
widely adopted and are in great demand.

3. Polyatomic molecules are difficult to treat because the size,
shape, flexibility, and charge distribution are all important
factors in the fluid equation of state. Complex molecules do
not satisfy random mixing criteria and the energy and entropy
functions must contain proper accounting of these non-random
effects.

4. The extended principle of corresponding state methods are being
further developed. Wider experience with this approach might
produce earlier adoption of new methods of prediction because
most practicing engineers have a better intuitive understanding
of these methods.

The rapid development of the theory of dense fluid systems will
require a number of workers who can transform these results into
practical properties prediction schemes. This is often a difficult
step to accomplish but it is essential if we are to reduce the time
between the theoretical description of fluid behavior and the use of
this understanding to help make design decisions.
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Criteria of Criticality

MICHAEL MODELL
Massachusetts Institute of Technology, Cambridge, MA 02139

Over a century ago, Gibbs (1) developed the mathematical criteria
of criticality. He defined the critical phase as the terminal state
on the binodal surface and reasoned that it has one less degree of
freedom than the binodal surface (i.e., f = n-1). He then developed
two equations as the criteria of criticality; these two equations,
when imposed upon the Fundamental Equation, reduce the degrees of
freedom from n+l to n-1.

Gibbs presented three alternate sets of the two criticality
criteria. In terms of the variable set T,V,ul,...,un-1,N,, they are:

au

n
(ﬁ_ ) =0 (1)

n

T;!yuly . “’un—l

il
n =
(W =0 )
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To ensure stability of the critical phase, Gibbs noted that the
following relation must also be satisfied:

83u
_Eﬁ% > 0 (3

n
T’X’ Ul’ e ’Un_l

Gibbs noted that Eq. (1) may lead to an indeterminant form.
When this occurs, he suggested permutting the component subscripts
or using '"another differential coefficient of the same general form."
He noted that Eq. (1) is the criterion of the limit of stability
(i.e., the spinodal surface). 1In an earlier discussion on that
subject, Gibbs showed that all of the following partial derivatives
vanish on the spinodal surface.

(aT) ’(8ul) ’”.’(Mn)
3s aN aN
— y,ul,... un 1 n

T,XQUZ,""UH T’X’ul""’un—l

>

(4)

Thus, any one of these forms could be used in place of Eq. (1), with
corresponding changes made in Eqs. (2) and (3).

As an altermative to Egqs. (1) and (2), Gibbs suggests 'for a
perfectly rigorous method there is an advantage in the use of §,V,
N{,...,Np as independent variables.'" 1In this variable set the
criticality conditions become:

R, =0 (5)
$=0 (6)
USS UN S . UN S
1 n
) U cee U
SNl NlNl Nan
where Rn+l = (7)
USN UN N N UN N
n 1n nn

and S is the determinant formed by replacing one of the rows of

R by (R ) (R ) ... R )
n+1 n+lS n+l N n+1 N

1 n
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Uss N s . U s
1 n
U U - U
N
SNy NNy NNy
e.g., S = ven eee . ve (8)
U U e U
SNn—l Nan—l NnNn—l
(Rn+1) (Rn+1) Tt (Rn+1)
S N N
1 n
where the notation is Uj; = (a?g/aiaj) and the variables held constant
in the differentiation are nt+l of the set S,V,Ny,...,Np.  Similarly,
(Rn+1) = (8Rn+l/8Nl) Gibbs states that Eqs. (7) and
N, S,VsNy s N

(8) "will hold true of every critical phase without exception,"
implying that this set of criticality criteria is more stringent than
Egs. (1) and (2).

Gibbs presents a third alternative set with T,P, N ,-..,N as
independent variables: 1 n

G G e G
NNy NNy N1
G. G e G
NN, Noy N-1M2
B = =0
ves ces cee ees 9
G G P G
NNt NoN-1 Np1Vn-1
and cC =0 (10)*
where C 1is the determinant formed by replacing one of the rows of
the B-determinant by B B ... B . Gibbs does not specify if
NN No-1

Egs. (9) and (10) are true without exception or if there are restric-
tions to their use.

Development of the General Criticality Criteria

Each of the criticality criteria presented by Gibbs can be shown

*Gibbs uses the symbols U and V for the B~ and C-determinants.
We use B and C here to avoid confusion with internal energy and

volume.
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to be special cases of more general forms. The development of the
general form follows from the unique feature of the critical phase
which distinguishes it from other phases in the vicinity; namely,
the critical phase is the stable condition on the spinodal surface.
This statement is equivalent to Gibbs 'argument that the critical
phase lies on the binodal surface and, therefore, is stable (with
respect to continuous changes) and also satisfies the condition of
the limit of stability (which defines the spinodal curve).

Starting with the Fundamental Equation in the internal energy
representation,

U = £,(5,Y,Ny5--45N ) (11)

1
we can test the stability of a substance by expanding U in a Taylor
series and examining the change in U for small perturbations while
holding the total entropy, volume, and mass constant(2). That is,

Ag=5g+%752g+—13-,53g+... (12)
For equilibrium to exist,
§U =0 (13)

su > 0 (14)

rd

where § U is the lowest order non-vanishing variation. The spinodal
surface Tepresents the conditions where the second-order variation
first loses the positive, definite character of the stable, single
phase (3). The second-order variation can be expressed as

2 2 2
§°U = Uss(sg) + ZUSV(sg) (sv) + va(sg)

85 + Upy

51)6Nj
j=i j ]

n
15
i Uy x 6Nj SNk (15)

or, in closed form, as a sum of squares,

USS USV
2 2 us T 2
§U = USS (SZl + T (SZ2
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USS USV USN
1
UVS UVV UVN
1
U U U
le N1V NlNl 5
+
523 +
Usg Usy
UVS UVV
USS USV USN - USN
1 n
UVS UVV UVN UVN
1 n
U U U U
le NlV NlNl Nan
UN S UN \Y UN N UN N
n n nl n
+ 52;2 (16)
U U U . U
SS SV SNl SNn_1
UVS UVV UVN : UVN
1 n-1
U U U . U
NS NV NN, NN
U U U U
e I N | n-1"n-1
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Using the shorthand notation,

AL = Uss
Uss Usy
A =
2
Uys Ugy
Uss Usy Ush Ush
1 i
Uys Ugy Uyn Uyn
1 i
At = Uvs  UYsv U R Un. N
1 1 11 14
Un.s Un.v Uy.N Uy
il ii
Eq. (16) takes the form,
n+2
2 2 A, 2 N
80 = Aj8z,7 + §=2 A] 82, a7
| 4-1

The last term in Eqs. (16) or (17) can be shown to be zero as a
virtue of the fact that only n+l intensive variables are independent
for a single phase. The proof follows.

Let us expand each of the n+2 intensive variables T, P, Hisevns
up as functions of S,V,Ny,...,Np.

n
_ 3T AT T
dT = (5§)V s + Gy v o+ I G

,N = S,N i=1 8,9,N, [1]

dN,

*For the form of the 6Z; variations, see (3); since they always
appear as squared terms, we need not consider them further here.
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n
or dT = Ugy dS + UgydV + 3 Uy dN, (18)
i=1 i
n
dP = Uyo dS + Uy, dV + 2 Uy AN, (19)
i=1 i
n
dy. = U ds + U, ., dV+z U dN, (20)
1 NS N,V fo1 NN, H
n
dup_; =Uy dS8 40U L dv+I U oodNg (21)
n-1 n-1 i=1 n-11
n
dup = Uy g dS + Uy, dV+ 1 Uy, dNy (22)
n n i=1 n i

Since the n+2 differentials of T,P,uj,...,u are related by the
Gibbs-Duhem equation, any one from this set can be expressed as a
function of the other n+l. Thus, if P,uj,...,¥n are held constant
(i.e., dP = duy; = ... = dyp = 0), then T must also be constant
(i.e., dT = 0). It follows that the determinant of the matrix of
coefficients in Eqs. (18) to (22) must be zero. Since this deter-
minant is An+2, it follows that An+2 = 0. Therefore, the general
form of Eq. (17) is

nt+l
52g = Alcszl2 +z Aj 52, ° (23)
=2 A ) 1

The limit of stability is defined as the condition under which
6;§ loses its positive, definite character. That is, one of the
coefficients in Eq. (23) vanishes. As has been shown previously (3),
when the spinodal surface is approached from a stable single phase
region, the coefficient of §Z,4] is among the first to reach zero
(i.e., if another coefficient also vanishes, it does so simultaneously
with the coefficient of &Z,41). Therefore, on the spinodal surface

A1 =0 (24)

This equation is one of the criteria of criticality. It is equiva-
lent to reducing the degrees of freedom from ntl for a stable single
phase to n on the spinodal surface. Since Ap4] is the determinant
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of the matrix of coefficients of Egqs. (18) to (21) at constant Np,
the requirement of Apy] = 0 is equivalent to dT = dP = dup = ... =
dup—1 = 0. That is, if n wvariables from the set T,P,uj,...5Upn-1
are held constant, the remaining variable will also be constant.

The second criterion of criticality is that the differential of
An+1 must vanish for all possible variationms. Thus,

A A n dA
dA_ . = ntl as | —=tL Qv 4 I o+l dN.=0
1 EER T T 3N, i

L 8, 1=l S,V,N, [1]

Alternatively, Eq. (25) can be satisfied simultaneously with n
equations from the set Eqs. (18) to (21) at comstant N,. Choosing
dT = dP = duy = ... = dup_p = 0 from this set, the second criteria
of criticality becomes:

U U U e U
SS SV SN, SN _;
U U U U
Vs \'AY VN, VN,
U U U - U
NS NV NN NN
B = =90
U U U - U
Np-2S Np-oV NN Np-2Nn-1
(An+l) (An+l) (An+l) e (An+l)
S v N N
1 n-1

(26)
Alternate Criteria in the U-Representation

The two criteria of criticality developed in the last section are
similar to, but no identical with Eqs. (5) and (6) which were stated
by Gibbs. We shall now show that the two are equivalent and that they
are particular sets from a more general form of the criteria.

We began the derivation of Eq. (24) by expanding U in terms of
§!!)Nl""Nn’ Eq. (15), and then closed the sum of squares, Eq. (16).
In the process, we maintained the ordering of the independent variables
as S§,V,Ny1,...N,. If we had chosen the,order as S,N1,...N,,V, then
the numerator of the coefficient of 62n+l’ which was An+l, would have
been Rp47, as expressed by Eq. (7). Thus, Eqs. (5) and (24) differ
only in the ordering of variables in closing the sum of squares and,
hence, are of equal validity. The same statement also applies to
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Egqs. (6) and (26).
It follows immediately that there are nt2 equivalent forms of

Egs. (5) or (24) and (6) or (26), each formed by omitting one of the

n+2 variables S,V,Ny,...,Ny. (0)
The §eneral form can be stated in terms of y =f(2]y.-52m)
where y(o is U and 2zy,...,2, is any ordering of the nt+2 variables

S,V,N1,...,8, (i.e., m=n+2). The general form of Eq. (23) becomes

nt+l D,

2 (o) _ 2 2
§“y =D, 6z,7 + . ﬁ%—— 62 (27)
j=2 "j-1
(o) (o) (o)
11 12 Y1k
(o) (o) (o)
Y21 22 Yok
where D, = (28)
k
(o) (o) (o)
Y1 Y2 Yrk

and y((?): azy(")/aziazj.

ij

In this terminology, the two general criteria of criticality,
which apply without exception, are:

(o) (o) (o)
n Y12 Y1 (n+1)
(o) (o) (o)
Y21 Y922 Y2 (n+l)
Dn+l =
(o) (o) (o)
Y (n+1)17 (n+1) 2 Y (n+1) (n+1) (29)
and
(o) (o) (o)
11 I12 Y1(n+1)
(o) (o) (o)
Y21 Y22 Y9 (n+1)
tn+l = ‘e ce -
(o) (o) (o)
Yn1 Yn2 yn(n+l)
) 1 Dot 9 ST (30)
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Alternate Criteria in Other Potential Functions

In addition to the criteria of criticality in the U-represen-
tation, Gibbs presented two alternative sets; namely Egs. (1) and
(2) and Egs. (9) and (10). These are two of many sets which we
shall show derive from representations of the Fundamental Equation
in alternate potential functions. We shall use the methodology of
Legendre transformations to shift from one set of independent
variables to another.*

It has been shown that the common potential functions of
enthalpy, H, Helmholtz free energy, A, and Gibbs free energy, G,
can be viewed as Legendre transforms of U in the following indepen-
dent variable sets:

H= fH(§,P,Nl,...,Nn) (31)
A= £, (T,V,N, .0 ,N ) (32)
G = fG(T,P,Nl,...,Nn) (33)

The functions fy, fp and fg are entirely equivalent to fy in Eq. (11).
That is, the information content of the Fundamental Equation, Eq.
(11), is maintained in the Legendre transformation.

For multicomponent substances, additional potential functions
may be defined wherein one or more mole numbers, Nj, is transformed
to its conjugate coordinate, uj. Following the notation of Beegle,
et al., (3), we shall call these the prime potential functions,
wherein the number of primes indicate the number of Nj that have
been so transformed. That is,

U = £ (8,V, 15Ny, e N ) (34)
" = fU..(§,2,ul,u2,N3,...,Nn) (35)
H' = £,(8,P,up,N,, 005N ) (36)
Al = fA.(T,g,ul,Nz,...,Nn) (37)
G' = fGy(T,P,ul,NZ,...,Nn) (38)

*Refer to Modell and Reid (2) or Beegle, et al. (3) for a descrip-
tion of the Legendre technique and for a more detailed explanation
of terminology.
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Note that A, H and U' are all single variable Legendre trans-

HT-and U" are double transforms; and G', A", H'" and

forms; G, A',
Defining &4 as the conjugate . coordinate

U'"'are trlple ‘transforms.
of =z, R
i
(o)
g, = (—)L———)
i . (39)
j[1]

the k-variable Legendre transform is

(k) _
y - f(gl’

"’Ek’zk+l""’zm) (40)

In terms of the y(k) transform, the criticality criteria can be
simplified by reducing the D- determinant forms in Eq. (27) to single
partial derivatives. It has been shown (3) that

L) Dy (41)
Yk Dk_l
Substituting Eq. (41) into Eq. (27),
2 (0) _ (o) 2 @) (2) (n)
Sy T =yt 82ty 522 3 o Y0 (1) 02
(42)

Instead of Eq. (29), we obtain for the criterion of the spinodal

surface:

(n) 52, (1)
V(o) (n+1) = (azn+12) =0 (43)
El""’gn’zn+2
The second criterion of criticality becomes
=0 (44)

(n) 3, ()
Y (n+1) (n+1) (n+l) =(az 3)

n+l
»2

El’”"gn n+2

To ensure stability of the critical phase, we further require
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4 (n)
g iy > 0 (45)
(n+1) (n+1) (n+1) (nt+1) 5 4 —
: Znt+l £ £,z
1°°°°°°n’ "nt+2
Using the G-prime notation,

(n) _ (n=2)" _
y - _G_ - f(TaP,ul""’Un_zan_laNn) (46)

and

(n-2)"
(n) — )

= = 47
i+l aNn_l Mp-1 (47
T’P’“l""’“n—Z’Nn
Thus, Eqs. (43) to (45) become:
du
(n) ( n—l)
y = (2= = 0 (48)
n+l) (n+l) aNn—l
TP My esty 0Ny
2
I
() - —2= = 0 49
Y (n+1) (n+1) (ntl) ~ o2 (49)
n-1
T’P,Ul"'-’un_z,Nn
and 33
y(n) = j__l. >0 (50)
(n+1) (n+1) (n+1) (n+1) N 3 -
n-1
T,P,ul,...,un_z,Nn
If we choose to work in the A-prime system, we have
_1)!
y(n) _ éﬁn T f(T’y’“l""’“n—l’Nn) (51)

Two equivalent criteria are obtained because zp4] could be taken as
V or N,, the two'extensive variables of U which are not transformed
to obtain A'D™L) " Therefore,

(n-1)"
(m) _ (1" _ 52
Y1) = A v T
- ,ul"

- P (52)

-,un_l,Nn
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(n-1)"'

A
or Algn_l) =(—ﬁ~—) = (53)
n

n
T,Z,Ul,- '-’Un_l

Equations (43) to (45) then take either of two equivalent forms:

(%) =0 (54)
—/T,u <oy M N

(—2 =0 (55)

()
~—= > 0 (56)
ay? o
au
or n
(W) =0 (57)

n
T,V,ul, cesMo g
821.1
‘21 =0 (58)
3N
T,Vups e 4
3

3 u :
0 >0 (59)
(aN 3 ) N
n

T,V,upseeeslt o

We have now reached another one of our objectives: to show that
the Gibbs criteria of Eqs. (1) to (3) are a special case of a broader
generality. Equations (57) to (59) are identical to Eqs. (1) to (3).
By our development herein, we also see that Egqs. (1) to (3) are but
one of many equivalent sets which obtain from the n-variable Legendre
transform. The particular set for Eqs. (1) to (3) derives from the
éﬁn“l)' system. Other equivalent first criticality criteria for
binary, ternary and quaternary systems are given in Table I.
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The second criticality criteria follow directly by a second
differentiation.

Gibbs noted that Eq. (1) may, in some instances, be indeter-
minate, while Eq. (5) holds true without exception. Eq. (1) is a
special case of Eq. (43) while Eq. (5) is a special case of Eq. (29).
The difference between the two criteria can be seen by comparing
Eqs. (27) and (42). The coefficient of the last differential term
in each of the equations defines the first criticality criterion.
They are equivalent; i.e.,

(n) n+l
Y (a+1) (1) T D_ (60)

1f, under some circumstances, D, and U, vanish simultaneously,
Eq. (29) will be satisfied while Eq. (43) will be indeterminate.
Thus, Eq. (29) is the more general criterion.

On the other hand, when Eq. (43) is indeterminate, Gibbs states
that we could always alter the ordering of the independent variables
to remove the indeterminate condition. This procedure would be equi-
valent to choosing another form of (n) , such as illustrated
in Table I. y(n+l)(n+l) )

As an alternative to reordering variables when y(2+l)(n+l)is
indeterminate, the following procedure can be used.

Applying Eq. (60) successively n times,

(n) (n) (n—l) D

n+l Y (o+l) (nt+l) % = Y(n+1) (n+l) Tn -1
n+1
_ (k-1)
or D T i (61)
k=1

Thus, D41 is equal to the product of the coefficients in Eq. (42).

When y(n) is indeterminate (i.e., Dn = 0), then y(rl = should

(n+1) (n+1) ( 1)
be zero or indeterminate; if AN o=
ygﬁ:i;(n -1) should be zero or 1ndeterminate; etc. It then follows

(n)
that when y(r1+

smaller values of yﬁi‘l) until we obtain one which is zero. 1In this

is also indeterminate, then
is indeterminate, we could choose progressivel
1) (nt+1) minate, prog y

manner, we can satisfy the first criticality criterion without

reordering variables.

Let us examine the implications of these procedures in ternary
and binary systems.

For a ternary system, Eq. (42) is
MO ey 2 2,24y D ez (62)

62 ¥/

621 Y92 2 3 T Y4 0%
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In terms of the normal ordering of variables for U [see Eq. (11)],
Eq. (62) can be written in terms of potential functions as

2 2 2 2 , 2

§ U= USS 621 + AVV 622 + G §Z + G [ YA (63)

NlNl 3 NZNZ 4

where G = £(T,P,N1,N,N3) and G' = £(T,P,u1,Np,N3). If we are
dealing with a special case in which D3 and D4 vanish simultaneously,
then Gyn; = D3/D2 = 0 and G' NoNp = D4/D3 is indeterminate. A

simple reorderlng of variables“to, e.g., G = £(T,P,Np,N;,N3) and G' =
(T, P,uz,Nl,N3) should result in a finite value of Gy oN and a zero
value of G'y.N Alternatively, we could test the flrsg criticality

criterion by using Eq. (61):

_ ,(3) (2) (l) (0)
Dy = Y4y Y33" Yoo Y11 (64)
or D, =G G A U (65)
4 NZNZ NlNl SS
(2) (3)

That is, we can test for y,.’when y is indeterminate. As pointed
out by Heidemann (4), in testing the stability of liquid-liquid
coexisting phases in a ternary system, there are conditions within
the unstable region where y % vanishes (i.e., where y 2 is
negatlve) Thus, when testing transforms of lower order than

(n) , we must be sure that we have approached the condition
SEED By
u 8 Elc is indeterminate from a region of proven

+1)( n+l)

stability.

For a binary system, Eqs. (42), (62) and (63) are truncated after
the third term. 1If we are dealing with the special case in which
Dy and D3 vanish simultaneously, then Ayy = P2/P1 = 0 and GNyN
D3/0) is indeterminate. This special case is known to occur wﬁen a
binary mixture exhibits azeotropic behavior in the critical region;
that is, when the locus of azeotropic conditions intersects the
locus of critical conditions (5).

For such a system, the reordering of variables might take the
following form. Starting with U = £(S, Ny,Np,V), we would have y(l)
= f£(T,N1,N5,V) and y(z) = f(T,u1,N2,V). The truncated binary form
of Eq. (62) would then become

- 2 '
§°U = Ugg 62,7 + Ay 62,7 + A NN, 82, (66)
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If this form is successful in removing the indeterminate condition,
then we should find AN,y, non-vanishing and A'N,N, = 0.* If it is
unsuccessful, then anothéer choice of reordered variables should be
pursued.

As an alternative to reordering the independent variables, we
can use Eq. (61) for the binary:

_ (2 (1) (o)
Dy =v33" v33" ¥11 (67)

or D, = (68)

G o}
3 NlNl AVV SS

Thus, when azeotropic behavior is suspected in the critical region,
we could test Ayy and GNlN simultaneously or use the product of the
two to determine the vanls%ing of D3. This latter procedure was
applied successfully by Teja and Kropholler (6).

Criteria in Gibbs Free Energy

The third criteria put forth by Gibbs, Egqs. (9) and (10), are
the forms frequently quoted in the current literature. These criteria,
which were presented by Gibbs for G = fg(T,P,N1,...,Np), are the
special case of y 2) = £(81,E2,235¢x232Zn+2) «

The form offered by Gibbs can be developed directly from the
procedure of the last section. Using Eq. (61) to evaluate Dj,

_ (1) (o)
Dy =9 11 (69)

Eq. (61) can be rewritten as

D n+1
ntl (k-1)
0, 7 TL Ykk (70)

*Note that for a pure material, the first criticality criterion is

y 1) = 0 where y(%) = Ayy or Ayy (3). A reordering of variables
dG€s not remove the criterion of mechanical instability. On the
other hand, for the binary, Ayy may vanish while some other form of
y(%) (e.g.,ANlN ) should not vanish. Thus, to test mechanical
s%ability of a %inary, one would have to evaluate Ayy. However, in
the general case the region of mechanical instability will lie
within the region of material instability and, thus, the condition of
mechanical instability will be academic. It is always the vanishing
of the last term in Eq. (27), or its equivalent, Eq. (42), that
defines the limit of intrinsic stability.
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Each term in the groduct of Eq. (70) can be expressed in terms of
derivatives of y( ) by using the step-down operator [Eq. (20) of
Beegle, et al., (3)}]:

(k=1) _ _(k-2) (k-2) 2/y<k-2> a1

e T Yk T Yk(k-1) (k-1) (k-1)

Repeated use of the step-down operator leads to the following
equation:

(2) (2) 2)

Y33 Y34 e Y3k
(2 (2) (2)

Y34 Y44 e Y4k
(2) (2) (2)

Y3k Y4k e Yk

(k-1) _
ykk = (72)

(2) (2) (2)

Y33 Y34 e Y3(k-1)
(2) (2) (2)

Y34 Y44 e Ya(k-1)
(2 (2) (2)

Y3 (k-1) Y4 (k-1) cee Y (k-1) (k-1)

Substituting Eq. (72) for each of the terms in the product of Eq.
(70), we obtain:

(2) (2) (2)
Y33 Y34 e Y3k
D .. (2) (2) (2)
pn+]. = Y34 Yuu Yak (73)
2
(2) (2) (2)
Y3 (n+l) Y4 (n+1) .- Y (n+1) (n+1)
(2)

Eq. (73) is the determinant of Eq. (9) when y is taken as G. Thus,

for a quarternary system (n=4), Eq. (73) is
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GNlNl GNlN2 GN1N3
N GNlN2 GNZNZ GN2N3 (73)
GNlN3 GN2N3 GN3N3

From this analysis, it should be clear that the criterion
offered by Gibbs in Eq. (9) is equivalent to the requirement that
the product of Eq. (70) should vanish. That is, for a quarternary
system, for example,

UL w3 @ _, (76)

D, T Y44 Va4 Y33

Following the disctﬁﬁion in the last section, this form may be
indeterminant if y vanishes. Thus, for a system in which an
azeotrope intersects the critical locus, we would expect Eq. (76)
to be indeterminant. In such cases, the alternate procedures out-
lined in the preceding section should be followed.

Concluding Remarks

In this paper, we have developed the criteria of criticality
for multicomponent, classical systems. The development utilized
Legendre transform theory described in the first two papers of this
set (Beegle, et al., 1974a,b). It was shown that the criteria can
be expressed in terms of (ntl)-order determinants involving second
order partial derivatives of U [Egs. (29) and (30)], single second
order partial derivatives of n-variable Legendre transforms of U
[Eqs. (43) and (44)], or determinants of two-variable Legendre
transforms [Eq.(73)]. The alternate sets presented by Gibbs are
special cases of the general criteria presented herein.
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Abstract

The general criteria of criticality for a classical thermodynamic
system are developed in terms of the internal energy representation of
the Fundamental Equation, Q,(§,X,Nl,...,Nn). Alternative criteria

in other variable sets are derived using Legendre transformations.
The criteria of criticality as stated by Gibbs are shown to be special
cases of the general criteria. The development utilizes extensive

potential functions with mole number variables rather than mole
fractions.

Notation

A = total Helmholtz free energy
Ai+2 = determinant defined above Eq. (17)
B = determinant defined in Eq. (9)
B = determinant defined in Eq. (26)
Dk = determinant defined in Eq. (28)
En+l = determinant defined in Eq. (30)
G = total Gibbs free energy

H = total enthalpy

Nj = moles of component j

n = number of components in mixture
P = pressure

Rp41 = determinant defined in Egq. (7)
S = determinant defined in Eq. (8)
S = total entropy

T = temperature

U = total internal energy

v = total volume

y(k) = k—variable Legendre transform
Zy = extensive parameter defined in Eq. (16)
zxy = extensive independent variable

Greek Letters

I

chemical potential of component j
intensive independent variable that is the
conjugate coordinate of z3

]J.
J
£

It
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Thermodynamic Data Needs in the Synthetic Fuels
Industry

HOWARD G. HIPKIN
Research and Engineering, Bechtel Corp., San Francisco, CA 94119

The petroleum industry, which is responsible for producing
most of the energy used in modern society, has produced, as a by-
product over the past 40 years, a broad base of thermodynamic data
for the hydrocarbons it processes. Even though the petroleum
industry is mature, the data development and correlation effort
has not slacked off, and indeed has accelerated in the last two
decades. A similar, but more proprietary, effort has been carried
on by the chemical industry for nonhydrocarbons. 1In view of these
long-lived programs, the question arises,--does the new synthetic
fuels industry, which promises to become important in the last
quarter of the century, need specific data programs or are the
present data systems adequate for its needs? This paper looks at
that question and attempts to outline areas where work is needed.
As in the petroleum industry, the need is for thermodynamic pro-
perties of a small number of pure compounds, and for mathematical
procedures to predict the properties of mixtures of those com-
pounds.

What are the Synthetic Fuels?

The synthetic fuels comprise a spectrum of gaseous, liquid,
and solid fuels. Gaseous fuels include high-, medium, and low-
heating values gas from coal, similar gases from fermentation or
pyrolysis of biomass, low-heating value gas from retorting shale
0il, and hydrogen. Liquified natural gas, while not a synthetic,
is included here because it promises to be an important answer
to the near-term energy shortage, and because the data needs for LNG
are specific.

High-Btu gas from coal is methane, made by reacting carbon
monoxide and hydrogen. It can replace natural gas in all its appli-
cations without any equipment changes. Its heat of combustion is
about 950 Btu per standard cubic foot. Medium-Btu gas is the
carbon monoxide and hydrogen from which high-Btu gas is made. 1Its
heat of combustion is about 300 Btu per standard cubic foot. Since
methanation is not required, it is cheaper to produce than high-Btu
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gas; but is not interchangeable with natural gas, and it is more
expensive to transport because of its larger volume. Low-Btu gas

is carbon monoxide and hydrogen diluted with atmospheric nitrogen.
It is made by using air instead of oxygen in the coal gasifier.

It is the cheapest gas to make from coal, but its heat of combustion
is only 150 Btu per standard cubic foot, and the very large volume
required prevents its transportation much away from the gasifier.
The major use for low-Btu gas is expected to be for combined cycle
power generation (gas turbine followed by steam turbine).

Gas made by pyrolysis of biomass, or of municipal solid waste,
resembles coal syntehsis gas in composition, and can be produced in
the same heating values. Gas made by anaerobic fermentation of
biomass is predominantly methane and carbon dioxide. When the car-
bon dioxide is removed, it is a replacement for natural gas.

Depending on the method of retorting, a gas of variable compo-
sition and quantity is made from oil shale. The gas is usually
burned as in-plant fuel, but it could be processed for syngas. An
interesting mew development is the production of high-Btu gas by
hydrotreating oil shale. This process, under development by the
Institute of Gas Technology, provides more complete utilization of
the organic carbon content than simple retorting.

Hydrogen, from decomposition of water, may become the domi-
nant gaseous fuel well after the turn of the century. This concept
is the basis for the so-called “"hydrogen economy", which visualizes
a virtually inexhaustible supply of non-polluting gaseous energy
from this source. The hydrogen economy suffers from three problems;
the high-energy, high-temperature heat source required, the rela-
tively low conversion efficiency of that energy, and the difficulty
of storing hydrogen. Since this form of synthetic fuel is unlikely
to be important in the next 20 or 30 years, it will not be consi-
dered further in this paper.

Liquified natural gas has been produced in commercial quan-
tities for a number of years in the Middle East and Alaska. A num-
ber of projects for liquifying waste natural gas in the Middle East,
Indonesia, and Alaska, shipping the LNG to the United States, and
regasifying it to augment our diminishing supplies are under active
development at present. LNG appears to be the cheapest way to
supply gaseous fuel to the American market. The energy required to
liquefy and transport the gas is less than 15% of the heating value
of the initial gas; as ‘a result, the energy efficiency of this
process is higher than that of any of the other processes under
consideration.

Liquid synthetic fuels include shale o0il and its various frac-
tions; coal liquids by cooking, by hydrogenation, and by Fischer-
tropsch synthesis; methyl fuel from coal or from overseas natural
gas; and liquid products from biomass, probably by gasification and
Fischer-Tropsch synthesis.

0il shale is one of the most plentiful resources in the United
States. It is well known that the reserves of o0il shale in the
Piceance Creek Basin of Colorado and Utah exceed all the known
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petroleum reserves in the world. It is less well known that the
reserves of oil shale in the deeper and leaner deposits of the
eastern states are even larger (1). Shale oil is produced by
retorting oil shale, either in-situ, or on the surface after min-
ing. The viscous shale 0il requires a light hydrogenation to
remove sulfur, nitrogen, and oxygen, and then can be refined like
a crude oil.

Simple pryolysis of coal produces light oils and tars, both
predominantly aromatic in character, together with some gas and a
residue of solid coke (usually high in sulfur). The liquid yield
can be increased by hydrogenating the coal under pressure. The
hydrogenation also reduces the sulfur content of the solid resi-
due, and eliminates the nitrogen content as ammonia. An alternate
processing scheme is to gasify the coal with steam and oxygen to make
hydrogen and carbon monoxide, which can then be catalytically
reacted to a spectrum of hydrocarbons and oxygenated compounds.
This mixture is then refined to make various grades of fuels and
chemicals. At present, only the Sasol plant in South Africa uses
this Fischer-Tropsch process commercially.

A special case of Fischer-Tropsch is the production of
methanol, either from gasified coal or from reformed natural gas
(overseas). Crude methanol can be used as a fuel in gas turbines,
industrial boilers, fuel cells, and internal combustion engines.
It represents a commercially available way to convert coal to a
liquid fuel, and has the advantage (as compared to conventional
coal liquids) of eliminating the refining step.

A number of proprietary processes produce liquid products by
pyrolysis of biomass. Alternatively, the biomass can be gasified
and reacted to liquid products by Fischer-Tropsch.

Solid fuels are, in most cases, the undesirable residues from
coal processes. Obviously, if a solid fuel is needed, coal itself
would be the cheapest material. The residue from most gasification
and liquification processes is high in ash and usually contains a
higher percentage of sulfur than the original coal. If the combus-
tible content of the residue is low, it is discarded. If, as in
coke, it is too large to be economically discarded, the solid can
be gasified to produce the hydrogen required for the process.

An exception is Solvent Refined Coal, a process which pro-
duces a low-sulfur solid fuel with a melting point of about 350°F.
The process also produced a high-sulfur, carbonaceous residue.

The solid residue left from retorting oil shale consists of
large amounts of rock with enough carbon to support combustion. .
The carbon is usually burned to supply the heat required for
retorting. Under some circumstances, this material could be a
solid fuel for other purposes.

Most of these processes have a common characteristic—-they
are increasing the hydrogen content of a raw fuel that is hydrogen-
deficient compared to petroleum fuels. There are three ways in
which this is done:
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The hydrogenation processes add hydrogen directly

<+ =

C ZH2 CH4
The gasification processes add hydrogen from water.
The oxygen in the water is rejected to the atmosphere
as carbon dioxide. A simplified representation of
the coal-to-synthetic natural gas processes is

+ = .

2c ZHZO CH4 + CO2

It can be seen that about half the carbon in the coal
is rejected in order to upgrade the other half.

The simple pyrolysis processes create a high—carbon
residue and a high-hydrogen product from the original
low-hydrogen fuel. The coking of coal can be repre-
sented in an oversimplified way as

10.71 (CH ) = CH, + 4.71C.

0.56 66

The good yield of benzene indicated by this equation is

deceptive, because the coal also contains oxygen, nitro—

gen, and sulfur, and these elements are driven off as

water, ammonia, and hydrogen sulfide, thus reducing the

hydrogen available for forming hydrocarbons.

It is not possible to follow the technology of all the syn-
thetic fuel processes in a single paper. Since coal gasification
for the production of high-BTU gas is the process on which most
effort is currently concentrated, and since coal gasification is
the first step in several liquification processes, and since coal
or char gasification is the most likely way of producing hydrogen
for a variety of other processes, the various coal gasification
processes will be followed in some detail. In addition, this
paper takes a shorter look at in-situ shale retorting.

How are Synthetic Fuels Made?

This look at synthetic fuels is restricted to coal gasifica-
tion, as mentioned above. The present generation of commercial
gasification processes includes three, all German, and all designed
for chemical feedstock, rather than for fuel.

Lurgi. The Lurgi gasifier has had more installations than
any other, possibly because it has been the only pressure gasifier
(up to 500 psi). It is the gasifier used in several of the coal
gasification facilities proposed for American SNG production. It
is a fixed bed gasifier, in which coal is fed in at the top through
lock hoppers, and ash is removed at the bottom, also through lock
hoppers. Steam and oxygen enter at the bottom and pass up counter-—
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current to the coal. The synthesis gas formed at the bottom of the
reactor hydrogenates the coal in the middle sections, then cokes
and preheats the incoming coal. Because of the countercurrent
operation, the gas is cooled to about 1000°F before it leaves the
reactor. The Lurgi reactor is shown schematically in Figure 1.

Since the coal is heated gradually as it passes slowly down
through the bed, the Lurgi reactor produces light oils, tars, and
phenols, as well as the usual impurities of hydrogen sulfide and
ammonia. A typical Lurgi gas from bituminous coal has the follow-
ing dry composition:

CO2 29 volumeZ
co 20
H2 38
CH4 11
H_ S, N_, Ar, etc. 2

2 2

Purification of the gas from any coal gasifier is a major task for
several reasons:

The gas contains up to 50% of unreacted water which,

when condensed, is contaminated with solid flyash and

carbon, dissolved hydrogen sulfide, ammonia, and car-

bon dioxide, possibly with phenols. The water must

be treated to remove these contaminants.

The finely divided solids, some of them sub-micron in
size, are particularly difficult to remove and, when
removed, are a disposal problem.

It is always necessary to remove hydrogen sulfide, and
usually necessary to remove carbon dioxide. Any clean-
up process which removes both acid gases delivers a
stream which is too dilute in H,5 to be handled in a
Claus plant for elemental sulfur production. As a
result, the gas is usually processed twice, once for
hydrogen sulfide and later for carbon dioxide, at
increased cost.

The various purification steps often require the gas
to be heated and cooled several times in succession.
Good heat economy requires fancy heat exchange between
these streams, at increased capital cost.

With the Lurgi gasifier, the problem is further complicated by the
necessity to remove oils (lighter than water), tars (heavier than
water), phenols and cyanides (dissolved in water), and other sul-
fur compounds (mercaptans, carbonyl sulfide, and carbon disulfide).
As a result, the Lurgi gas purification section is complicated and
correspondingly expensive. Figures 2 through 8 show the purifica-
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tion scheme used by Lurgi for the proposed ANG Goal Casification
Company Plant (2).

The gas leaving the reactor is quenched through a venturi
nozzle with a mixture of recirculated water, tar, and light oil to
about 800°F. The gas is then cooled by passing up through the
tubes of a vertical heat exchanger which generates 100 psi steam
on the shell side. (It is worth noting, in passing, that coal
gasifiers consume large amounts of steam,—-something over two tons
of steam for each ton of coal.) The condensate from this exchanger,
a mixture of tar, oil, and water, washes the tubes in countercur-
rent flow and keeps them from fouling. Part of the condensate is
recycled to the venturi scrubber (Figure 2).

The gas from this exchanger is split into two streams. One
Stream goes to a second countercurrent, vertical heat exchanger
which generates 60 psi steam, then to the two shift converters,
where the carbon monoxide in the stream is almost entirely con-
verted to carbon dioxide, in order to adjust the ratio of carbon
oxides to hydrogen for subsequent methanation (Figure 3). The
second stream bypasses the shift converters, and goes to a series
of four vertical exchangers which generate 60 psi steam and 20 psi
steam, preheat boiler feedwater, and finally cool the gas with
cooling tower water. The gas from the shift converters is cooled
through two boiler feedwater exchangers in series, is cooled in an
air cooler, and finally, is cooled against cooling tower water,
and is compressed to join the bypassed stream. In this processing

scheme, the gas is countercurrently scrubbed with mixed-phase
condensate five times at successively lower temperatures. This

repeated contacting, together with the venturi scrub at the reac-
tor outlet, removes almost all the particulates in the raw gas
from the gasifier, and does it in a way that keeps the exchanger
tubes from fouling with tar. The condensates from the high tem-
perature exchangers go to ''tarry gas liquor' treatment, and the
condensate from the low temperature exchangers go to "oily gas
liquor" treatment (Figure 4).

At this point, the gas is essentially at ambient temperature,
and the condensate contains all the tar and particulates, all the
ammonia and phenol, most of the water and oil, and some of the
hydrogen sulfide and carbon dioxide. The gas is refrigerated and
treated in a Rectisol unit to remove hydrogen sulfide. Rectisol
is Lurgi's tradename for a proprietary process using refrigerated
methanol as a solvent. Methanol is an excellent solvent for
hydrogen sulfide, carbonyl sulfide, carbon disulfide, carbon diox-
ide, hydrocarbons, and water. It dissolves hydrogen sulfide pre-
ferentially to carbon dioxide, and it is possible to provide a
concentrated hydrogen sulfide stream from a Rectisol unit. In the
design shown in Figure 5, the hydrogen sulfide, with some carbon
dioxide, is removed first, then the gas after methanation is
scrubbed to remove the remaining carbon dioxide. Light oil, hydro-
gen cyanide, and water are all recovered in the Rectisol unit.
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The condensates are combined, dropped in pressure to flash off
dissolved gases, and separated by settling into tar (heavier than
water), tar oil (lighter than water), and contaminated water (Fig—
ure 6). The water is treated in another Lurgi proprietary process,
the Phenosolvan process, to remove phenols and ammonia (Figure 7).

The various sulfur streams are processed through a Claus plant
for treatment of the more concentrated hydrogen sulfide streams.

In the Claus plant, part of the H9S is burmed to S09, which is
reacted with the residual HyS to make elemental sulfur according to
the reaction

502 + ZHZS = 35 + 2H20
Since the tail gas from the Claus plant still contains more sulfur
than EPA regulations permit, the tail gas is treated through a pro-
prietary IFP process for cleanup.

The low sulfur concentrations are processed in a Stretford
unit, which also produces elemental sulfur. All these sulfur
removal facilities are shown in Figure 8.

It can be seen that cleaning up the crude synthesis gas from
a Lurgi gasifier is a complicated operation. Part or all of the
cost of this cleanup is offset by the value of the recovered by-
products,——ammonia, phenols, hydrogen cyanide, aromatics, tar oil,
tar, and sulfur. The gas cleanup in a Winkler or Koopers-Totzek
gasifier is considerably simpler.

Winkler. The Winkler reactor is a fluidized bed, as shown
in Figure 9. The coal is pulverized before being fed to the bed,
and the fluidizing medium is steam and oxygen, or steam and air.
The reactor has no internal moving parts, is quite simple, and
has a well-established reputation for reliability. The reactor
must operate in the non-slagging mode to keep the bed fluidized,
and so is limited to coals with reasonably high ash fusion tem-
peratures. Since the operation is not countercurrent, the gas
would leave the reactor at reaction temperature, but an internal
heat exchanger in the gas space above the bed removes some heat
and drops the gas temperature. The chief disadvantage of the
Winkler reactor is its atmospheric pressure operation, but the
licensor is working on a pressure modification.

Because the coal is brought rapidly to reaction temperature
and the pyrolysis products are exposed to the full temperature,
the Winkler reactor produces no tars or phenols, and very little
methane. A typical gas composition from bituminous coal is (dry
and sulfur-free):

CO2 21 volume %
co 33
H2 41
CHA 3
N2’ Ar, etc. 2
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Most of the ash leaves the reactor with the gas, so that particu-
late removal is a more difficult problem than with the Lurgi
reactor.

Koppers-Totzek. 1In this reactor, shown in Figure 10, finely
powdered coal is entrained with the oxygen into a burner sur-
rounded by steam jets. The reaction temperature is about 2700°F,
no tars, phenols, aromatics, or ammonia are produced. The reac-
tion temperature is above the fusion point of the ash, and about
half the ash is tapped off as a molten slag; the rest is carried
over with the gas. A typical dry and sulfur-free gas composition
from bituminous coal is

CO2 12 volume %
co 53
H2 33
CH4 0.2
N,, Ar, etc. 1.5

The higher reaction temperature results in more CO and less C02

and CHy, as compared to the Lurgi or Winker reactors. The K-T is
an atmospheric pressure reactor, but Shell is working with Koppers

to develop a pressurized model.

The gas from the reactor is quenched enough to solidify the
molten ash droplets before they reach the waste-heat boiler,
mounted directly above the gasifier. A spray washer cools the gas
from 500°F to about 95°F after the boiler. At this temperature,
the gas goes through two Thiessen disintegrators, which mechani-
cally agitate the gas with water to remove more particulates. A
demister follows the disintegrators and, if the gas is to be com—
pressed, the demister is followed by electrostatic precipitators.

The gas is then treated to remove sulfur, using any of a num-
ber of different processes, including dry iron oxide, Sulfinol, or
Rectisol. It is then shift converted and carbon dioxide is removed
(Figure 11).

Obviously, the gas purification required for Winkler or
Koppers-~Totzek is simpler than that for Lurgi, although the problem
of particulate removal is worse. The condensates from these pro-
cesses must still be treated to remove contaminants.

New Gasification Processes

There are about a dozen gasification processes under develop-
ment in this country and in Europe. A number of them have reached
the stage of large pilot plants. The one that is probably closest
to commercialization is the Texaco partial oxidation process.
Texaco and Shell have both licensed partial oxidation processes
for use with a variety of petroleum feeds since the late 1940's,
and over 250 gasifiers have been installed, largely for making
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hydrogen as ammonia plant feed. The process has been particularly
useful for gasifying high sulfur, high metallic content resids.
Recently, Texaco has tested through the pilot plant stage, and has
announced the availability for licensing of a modification to
gasify coal (3).

The other processes under development, the main ones being
Hygas, COZ—Acceptor, Synthane, Bi-Gas, COED, COGAS, Atgas-Patgas,
Molten Salt, B&W, and Exxon Catalytic, are designed with three
main objectives in mind:

to operate under pressure

to create modules large enough to supply gas for
synthetic fuels production (a moderate size
synthetic gas plant would require 20 Lurgi
gasifiers, or 10 K-T gasifiers)

to maximize production of methane, and to minimize
production of other byproducts, such as oils,
tar, phenols, hydrogen cyanide, etc.

The advantages of pressure operation are that it eliminates the
need to compress the gas as much, and that it increases the amount

of methane in the product from the gasifier, thus reducing the
subsequent load on the methanation facilities. The advantages of
pressure operation are most pronounced for production of high-BTU
gas, but are also considerable for production of methanol, ammonia,
and hydrogen for subsequent hydrogenation. The equilibrium of the
methane-forming reactions is better under pressure, but of more
importance is the fact that the heat load (that is, the amount of
oxygen required) is reduced if methane is made directly rather than
carbon monoxide and hydrogen.

Shale 0il

A rich o0il shale from the Piceance Creek Basin runs 30 or 35
gallons per ton (Fisher assay), and lies, generally, deep in the
formation,--from 200 to 2000 feet deep. To supply a small refinery
of 100,000 barrels per day capacity, 140,000 tons per day of this
rich shale must be mined. This is a large operation, much bigger
than the largest underground coal mines in the country, and larger
than any single open-pit operation in the western states. The only
larger operation on this continent is the Syncrude tar sands pro-
ject in northern Alberta, at 250,000 tons per day. Furthermore,
the spent shale from such a mine amounts to about 125,000 tons per
day, and is a fine, dry dust occupying more volume than the origi-
nal oil shale. This dust has to be disposed of somehow, and to
keep it from blowing all over the State of Colorado, it has to be
soaked with water,--in an arid country. Since 90% of the shale in
the Basin lies below a reasonable level for strip mining, and
since shaft—-and-tunnel mining is considerably more expensive than
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open-pit mining, there is a real incentive for an in-situ retort-
ing operation which eliminates the necessity to mine the shale at
all.

A number of concepts for in-situ retorting have been proposed.
The best developed concept is shown in Figure 12. A chamber is
mined out, either in the rock above or below the formation, or in
the upper or lower oil shale strata, or both, and shafts are bored
into the shale. Large amounts of conventional explosives are
detonated throughout the shale to break it up. The formation is
thus rendered porous enough to permit the flow of gas through it,
while the intact surrounding shale walls confine the gas and pyro-
lysis products. Each such retort is, typically, 300 x 300 x 500
feet.

In one concept, air is pumped down through the formation
while the upper surface is heated to ignition temperature with
gas or propane burners. Once ignition starts, the process is
self-sustaining. The hot gases in front of the flame heat the
shale to retorting temperature and pyrolyze it, leaving a carbona-
ceous residue which supports combustion when the flame reaches it.
The hot spent shale behind the flame front preheats the air, and
the cold unretorted shale in front of the retorting zone cools the
combustion gases and (at least initially) serves to condense the
liquid products, which are collected at the bottom of the retort
and pumped to the surface. An idealized temperature gradient for an
active retort is shown in Figure 13. To maintain continuous pro-
duction, several retorts are in different stages of development at
any given time, with one being mined, another being rubblized, and
a third in operation. In practice, the hot gases from a retort in
which the flame front is approaching the bottom would most likely
be directed up through a second completed retort waiting to be
fired, so that the liquid products can be condensed without using
cooling water.

The problem with this scheme is that the gas from such a
retort has a low heating value,--probably around 50 BTU per cubic
foot, and possibly approaching the lower flammable limit. There
is an enormous amount of this gas, and it cannot be discarded
because:

it is contaminated with hydrogen sulfide and ammonia

it represents an appreciable fraction of the heating

value of the o0il shale. For example, in a good-

sized operation, the fuel o0il equivalent of the

retort gas could be 20,000 barrels per day.
To increase the heating value of the gas, and to reduce its volume,
the gas can be recirculated from the retort through a heater and
back to the retort. 1In this case, no actual combustion occurs in
the retort, and the carbon residue is left behind. Part of the
gas make is used to fire the heater; the remainder is available
for steam generation, or for sale. Obviously, the addition of the
heaters increases the capital cost, but the increased cost may be
offset by the increased value of the high BTU gas. All of the gas
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Figure 13. Idealized temperature gradient for in-situ retorting
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must be treated for sulfur and ammonia removal; and the water pro-
duced from the retort must be treated before discharge.

The rock matrix of western oil shale is largely carbonate,
and during retorting it is partly decomposed. In some cases, it
may be necessary to scrub the carbon dioxide from the gas to
increase its heating value. The base rock of eastern oil shales
is silicate.

The shale oil produced is a viscous material that required
hydrogenation to eliminate sulfur, nitrogen, and oxygen, to reduce
its viscosity, and to improve its stability. The hydrogenation
will be done at the production site to improve the properties of
the shale oil before pipelining to a refinery. Hydrogenated shale
0il is a reasonable substitute for crude oil, and still requires
refining.

What are the Data Needs?

Three areas where more thermodynamic data are needed are free
energies and enthalpies of formation; high temperature and high
pressure region, particularly with polar mixtures; and the cryo-
genic region for certain mixtures.

Free Energies and Enthalpies of Formation. Coal is the basis
for several of the synfuels, and probably will be the most impor-
tant one domestically. Coals vary tremendously,--from lignite to
anthracite; and in all of its forms coal is more reactive than
graphite, which is the thermodynamic standard state for carbon.

In view of the very large differences in reactivity, the industry
will need better heats and free energies of formation, probably

as differences between graphite and carbon in the coal, to predict
reliable chemical equilibria and heat requirements.

A first step is a tabulation of such data for a representa-
tive variety of coals. A second step is the correlation of these
data against some easily measured properties of coal, so that the
free energy and enthalpy of formation can be predicted for a new
coal from some simple laboratory measurements.

The same type of formation is needed for shales, since it can
be anticipated that shales from various sources will vary consi-
derably. The problem here is complicated by the need to distin-
guish between organic and inorganic carbon in shales. A further
complication, for both coals and shales, is that the reactivity of
the carbon varies as gasification proceeds and that for accurate
work the prediction of this variation is necessary.

High-Temperature, High-Pressure Region. The gasification
processes are distinguished from the more familiar petroleum
refining processes by much higher temperatures, and by the fact
that mixtures containing polar compounds are involved. Processing
pressures are no higher than many encountered in petroleum work,
but the different types of compounds handled add an extra complex-
ity to the high pressure operations.
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Very few refinery operations operate about 800°F. The coal
gasification processes, on the other hand, start at about 1300°F
and some operate up to nearly 3000°F. Many of the new processes
operate at pressures of about 1000 psia. Reliable zero pressure
enthalpies up to these temperatures are available for most of the
materials found in gasifiers, but the mixing rules and pressure
corrections which the trade has been using for nompolar mixtures
are probably inadequate.

Another complication is that the systems found in gasifiers
are reacting systems at high temperatures. In addition to the
heterogeneous reactions, the homogeneous gas phase has many possi-
ble reactions such as:

CO+H0=2C0, +H

2 2 2
CH4 + HZO = CO + 3H2
ZNH3 = N2 + 3H2

and these reactions are catalyzed by the ash components and are
promoted by the large area solid surfaces of the coke. For some
designs, it may be necessary to predict the chemical equilibria
in these systems.

Vapor-liquid equilibrium predictions in these systems are
particularly interesting, and will require some different tech-
niques than the ones that the petroleum industry has used. At the
high pressures of the second generation gasifiers, water starts to
condense as the gas is cooled to about 500°F, and contlnues to con-
dense down to the lowest temperature, probably around 100°F. The
condensate contains appreciable quantities of hydrogen sulfide and
carbon dioxide, probably all of the ammonia, possibly phenols and
cyanides. Depending on the type of gasifier, a hydrocarbon phase
may also condense,--ranging frocm tar to benzene. In some unlikely
circumstances, two hydrocarbon phases may separate, one lighter
and one heavier than water. The mutual solubility of the phases
is affected by the dissolved components, all of which are soluble
in all the phases. And the equilibrium calculations are further
complicated by reactions in the liquid water phase, between the
acidic and basic components.

The Lurgi gas cleanup system, shown in Figures 2, 3, and 4,
is a good example of the problems involved. Each of the five
counter—current exchangers represents a series of complicated,
simultaneous equilibrium and heat transfer calculations for a
polar mixture, with a three~ and possibly four-phase system. (If
the solid fines are considered, the system is four, possibly five
phases; but the solid phase, which most likely stays with the tar,
is generally neglected.) Neither the available enthalpy data, nor
the available equilibrium correlations, are really adequate for
such mixtures, and the problems would be worse if the pressures
were higher, as they may be in the future. This is not to say that
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Lurgi cannot design such a system; obviously they have, the plants
so designed do work. Either Lurgi uses proprietary data, or they
design from past experience; in either case, thlieir techniques are
not available to the technical public. Nor is it known how much
safety is built into their designs.

Cryogenic Region. At the low end of the temperature scale,
there are other data needs. Here, the designer needs reliable
data for a small number of simple systems. And he needs data on
solid-1liquid phase relations for a few materials, notably carbon
dioxide, hydrogen sulfide, and the higher hydrocarbons. The chief
area where these data (or correlations) are required has been for
liquified natural gas plants. It would appear that the available
data should be adequate, since there is a lot of information on
the light hydrocarbons; but, if the reader has not done it, he
will be unpleasantly surprised to find how much the specific heat
of methane gas at low temperatures varies between various predic-
tion methods. He will also find that it is difficult to predict
where carbon dioxide crystallizes out of the liquid hydrocarbon
phase as natural gas is cooled. Since deep refrigeration is
expensive, cryogenic processing requires accurate correlations.

Exxon has recently published a paper on their new catalytic
gasification process, in which coal impregnated with potassium
carbonate is gasified with steam and oxygen at a low temperature
(1200-1300°F) and a pressure of about 500 psi (4). Under these
conditions, the production of methane is maximized, and the over-
all reaction is almost isenthalpic. The carbon dioxide and
methane are separated from the carbon monoxide and hydrogen,
which are recycled to the reactor. The separation of methane
from carbon monoxide and hydrogen is cryogenic and, for good
economy, requires reliable enthalpy and equilibrium data.

Almost any cryogenic separation design becomes, at some
point, a balance between heat exchange costs and compression costs.
And the optimum (minimum total cost) usually occurs at exchanger
temperature differences of only a few degrees, sometimes only a
fraction of a degree. To design exchangers to these close
approaches requires very accurate equilibria data, and good enthal-
py data. If the plant uses a mixed refrigerant, the need is more
pronounced.

How Good Do the Data Need to Be?

For the high temperature polar mixtures at high pressures,
the need is primarily for prediction methods that can be fairly
sloppy, but even more important is some knowledge of the degree of
uncertainty in the method. The design engineer faced with calcu-
lating the enthalpy of a mixture of CO, COy, Hp, and CH4 with 50%
steam at 1000 psia and 1500°F will probably take the four gases
at zero pressure and 1500°F, use some generalized pressure correc-
tion to raise the mixture to 500 psia, and add the enthalpy of
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pure steam at 500 psia and 1500°F. Or, he may take all five com-
ponents at zero pressure (1 psia for the steam because he is using
steam tables) and 1500°F, and use the generalized pressure cor-
rection to raise the mixture to 1000 psia. If he does both, he
will have two different answers. If he uses different pressure
corrections, he will have more different answers. If he is know-
ledgable, he will worry a little about the fact that the pressure
correction is based on light hydrocarbons, or on air. If he
checks, he will find that the effect of pressure on the enthalpy
of steam, from his steam tables, is badly predicted by the gener-
alized correlation. What he needs is some method which tells him
that his calculated enthalpy has a reasonable probability of being
off by, say, + 10%. Given that uncertainty, he can design enough
safety factor into the unit to take care of it. His problem
occurs when he believes his calculated enthalpy and it is really
off by 10%.

Later, as the synfuel industry becomes more sophisticated,
better accuracy will be needed. The heat flows around a large
gasifier plant are immense, and much of that heat is supplied from
expensive oxygen reacting with the coal. A high—-BTU syngas plant
producing 250 million standard cubic feet per day of gas also
produces about 15,000 tons per day of carbon dioxide, equivalent
to a heat of combustion of 5 billion BTU per hour. To avoid large
and expensive safety factors in the design of such plants, accur-
ate enthalpy methods will be needed.

For cryogenic separations, industry already has the approxi-
mate methods. What is needed now is accurate data and methods to
reduce the cost of unnecessary safety factors on expensive deep
refrigeration. The industry also needs techniques to predict
solid phase formation.

When Are the Data Needed?

The petroleum industry and the natural gas processing indus-
try operated for about 40 years before any real attempt to develop
data and correlations was made. They used crude approximations,
such as Raoult's and Dalton’s Laws, because they were good enough
for the processing that the industry was doing at that time. As
processing became more complex, better data were needed and were
developed,--a trend that still continues.

The synthetic fuel industry cannot undergo a comparable incu-
bation period for its data requirements for two main reasons:

1. The synthetic fuels are intended to augment petroleum
fuels that are presently produced by sophisticated pro-
cessing techniques based on adequate thermodynamic data.

2. Synthetic fuel plants will be horrendously expensive,
and there is a large economic incentive to provide data
good enough to eliminate expensive safety factors from
the design.
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Discussion

C. A. ECKERT

Two papers given in this session assessed the severe problems
encountered by scientists and engineers in dealing with processing
under unusual conditions. Mike Modell's paper stressed the diffi-
culties thermodynamicists have in dealing with multicomponent
systems in the critical region. He reviewed the criteria for
criticality in multicomponent systems and developed the use of
Legendre transformations to find a stable point on the spinodal
surface. Much of the discussion following the paper centered
about whether one could use the same type of approach to determine
the binodal surface--that is, in a practical sense, find the compo-
sition of coexisting phases. Some comments on this problem were as
follows:

H. Ted Davis, University of Minnesota, ''The spinodal condi-
tions are useful in constructing the binary and ternary phase dia-
grams. Meijering (1) has used the spinodal extensively to locate
critical points for regular solutions. Once the critical point is
located, then a simple numerical technique can be used to march
along a binodal to construct the binodal curve. Overlapping
binodals can then be used to locate three phases in equilibrium,
where such exist. Such a process is being carried out for liquid
phase diagrams by Jeff Kolstad working with C. E. Scriven and me
at Minnesota."

John S. Rowlinson, University of Oxford, United Kingdom, 1
would like to make two points:

1. By concentrating on the spinodal surface, as Modell and
Reid's elegant transformations do, one runs the risk of over-—
looking other kinds of behavior on critical surfaces. For example,
the spinodal curve may be outside one of the binodal curves. This
does happen with the ternary diagram for which GE is quadratic in
composition, a system which was analyzed fully by Meijering (1).
Here, there are three tricritical points, and it is the presence of
these, which are singularities not envisaged in Gibb's treatment,
which would invalidate the use of the spinodal alone as a sole
criterion of critical behavior.

2. The Gibbs (and related) treatments assume that the exten-
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sive thermodynamic functions form an analytic surface U = f(V,S,N;)
around the critical point. This assumption conflicts with the
known existence of "weak" singularities at this point (e.g.,

Cy » ). In a mixture these singularities can give rise to compli-
cations not, I think, encompassed in Modell's treatment. Thus,

R. B. Griffiths and Wheeler (2) have suggested that there are
"anomalies" on a gas—-liquid critical curve for a binary mixture,
not only at the critical azeotrope but also at points where the
critical curve passes through the extremum with respect to changes
of pressure or temperature."

The second paper of the evening given by Howard Hipkin of
Bechtel Corporation complimented the first in that it stressed,
from a much more practical point of view, specific needs that will
be encountered in the near future by industrial designers dealing
with methods for energy recovery from fossil fuels. He discussed
what synthetic fuels might be, and how they might be made, and from
what we know about such processes now predicted what they indeed
might be. He stressed the need for heats of formation and Gibbs
energies of formations at higher temperatures, especially for coal
and oil shale; for high temperature and pressure data especially
for polar mixtures; and the need for calculational methods for
handling such data. As one example he held forth the spectre to
an analyst of a five-phase system emerging from a Lurgi gasifier.

Rather extensive discussion involving a number of individuals
followed dealing with the imminent needs for new energy sources
with small 1likelihood of it being satisfied by nuclear, solar, or
geothermal power. However, severe problems exist in the utiliza-
tion of coal or oil shale in terms of high capital requirements
coupled with the environmental restrictions on emissions from such
plants. One quite considerable dilemma that becomes apparent is
that the production of energy from syntehtic fuels with our
current technology would only be practical at current capital costs
if the selling price of energy went up. However, it is quite
evident that capital costs are linked to energy costs.

Thus, the consensus of the discussion was that better data are
needed at higher temperatures and pressures, and in the initial
stages, even rather "sloppy' data would be more useful than what is
now available. This will require better materials and may lead to
new techniques such as, for example, supercritical separation
processes and higher temperature processes. Certainly the methods
we now have for estimating such properties will prove inadequate,
and new and better methods will certainly be required. As illus-
trated so graphically by the first talk of the evening these will
undoubtedly be more difficult to develop and apply than current
methods. However, the general concensus was that it is quite clear
that the energy crisis will soon be upon us in a much more serious
sense than the general public appreciates, and we as scientists
and engineers must begin now to seek solutions in terms of new
data at more extreme conditions and the thermodynamic framework
within which to apply them.
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A Group Contribution Molecular Model for Liquids
and Solutions Composed of the Groups CH,, CH,, OH,
and CO

T. NITTA, E. A. TUREK, R. A. GREENKORN, and K. C. CHAO
Purdue University, West Lafayette, IN 47907

Group interaction models have achieved remarkable success in
the description of activity coefficients of nonelectrolyte solu-—
tions. Notable in this development are the pioneering work by
Pierotti, Deal and Derr (1), Wilson and Deal (2), and subsequent
contributions by Scheller (3), Ratcliff and Chao (4), Derr and
Deal (5), and Fredenslund, Jones, and Prausnitz (6).

Nitta et. al. (7) extended the group interaction model to
thermodynamic properties of pure polar and non-polar liquids and
their solutions, including energy of vaporization, pvT relations,
excess properties and activity coefficients. The model is based
on the cell theory with a cell partition function derived from
the Carnahan-Starling equation of state for hard spheres. The
lattice energy is made up of group interaction contributions.

An important advantage of the model by Nitta et. al. is its
applicability over a wide temperature range. The same group para-
meters used in the same equations have been found to give good
results at conditions for which the ce€ll model is known to be
applicable--where the liquid is not 'expanded", the reduced density
is greater than two and the temperature is not much above the nor-
mal boiling point. It is not necessary to have different sets of
group parameter values for different temperatures.

Nitta et. al. (7) presented the properties of the groups CHs,
CH2, OH, and CO and their interactions. Comparisons of the model
and experimental data were made for a number of pure liquids and
their solutions.

Additional comparisons of solution properties with the model
calculated values are presented here to cover the gamut of mixtures
made up of the given groups from the non-polar/mon-polar, through
non-polar/polar, to polar/polar.

Figure 1 shows the predicted activity coefficients of n-hexane
in solution with n-dodecane compared to experimental data by
Broensted and Koefoed (8). The same agreement is obtained between
our model and experimental data from the same source on the
mixtures of other n-alkanes.

Figure 2 shows the predicted activity coefficients in the
system ethanol/n-octane at 75C in comparison with experimental
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data by Boublikova and Lu (9). The agreement is the same as that
previously reported by Nitta et. al. (7) for the same system at

45C with data from the same source. There is a remarkable change
in activity coefficients in this system in the temperature interval
of 30C. Thus the infinite dilution value of ethanol is reduced by
a factor of about two while that of n-octane is reduced by only
about 107% with this temperature increase. This remarkable change
is quantitatively described by the model.

Figure 3 shows the predicted activity coefficients in
n-butanol/n~heptane at 50C in comparison with the experimental data
of Aristovich et. al. (Lg). The agreement that is obtained here
for the high alcohol is about the same as the previously reported
results (7) for the lower alcohols.

Figure 4 shows the predicted excess enthalpy of n-butanol/n-
heptane at 15 and 55C in comparison with experimental data by
Nguyen and Ratcliff (11). The agreement is not quite quantitative
and deviations up to 30 cal/g-mole are observed for some compo-
sitions.

Figure 5 through 8 show the activity coefficients in the
system n-hexane/2-propanone at four temperatures 45, 20, -5, and
-25C. Experimental data are from Schaefer and Rall (12) at 45 and
-20C, and from Rall and Schaefer (13) at 20 and -25C. The variation
of the activity coefficients with temperature appears to be quan-
titatively described by our model. The 45C isotherm was used in
the development of the properties of the CO group and the model is
therefore in a sense fitted to this isotherm. But the other
isotherms were not used in the development of the model, and the
calculations for them are of a predictive nature.

Figure 9 shows the activity coefficients in the system
2-propanal/n-hexanol (l4). The molecular interactions in this
polar/polar mixture is complex leading to an apparent maximum in
the figure. The existence of the maximum is correctly predicted
by our model, but the calculated values seem to vary too rapidly
at small concentrations of acetone. There also seems to be
considerable uncertainty and scattering of the experimental data
in the same range.
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Abstract

The group contribution molecular model for liquids and solu-
tions developed by Nitta et. al. is applied to properties of liquid
solutions made up of the groups CHsz, CHp, OH, and CO, and the
results are compared with experimental data. A wide range of mole-
cular species in mixtures is included over a wide temperature range.
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